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Abstract
An efficient noing object extraction algorithm suitable for real-time content-based multimedia

streaming systems is proposed in this paper. A Motion Vector (MV) based object extraction is
used to dynamically detect the dgeds To utilize the bandwidth efficiently, the important ojedt can
be red time detetted, encoded, and transmitted with higher quality and higher frame rate than
those of background. In order to meet the real-time requirement, no computationally intensive
operation is included in this framework. Moreover, in order to guarantee the highest speed, all
the implementation is operating on the compressed domain without need for decompression.

Good extraction performance is demonstrated by the experiment results.

Keywords: Object Detection, Video Streaming, MPEG1/2, Textuvotion Vector, Web-based
Education

1. Introduction

[19] Uskov pointed out multimediatreaming as one of the active tools for advanceld-w
based education systems. Videos extraction, whixinags the shape information of
moving object form the video sequence, is a keyatpn forobject based video streaming
[20], multimedia content description [J§], and intelligent signal processing. However, the
shape informatiof moving objectamay not be available from the input video sequences
therefore,extraction isan indispensabl@ool. In addition many multimedia streaming
applicationshave reaktime requirementand an efficient algorithm for automatic video
extraction is very desirable. To achieve the objecof object based streaming system, a
reliable object extraction mechanism is needea @simary stepThere are some sources
of information in video that can be used to detdgects: visual attributes (such as color,
texture and shape) and motion information (suchmagion vecto). Motion extraction
complicates the object extraction problem by isipg the additional requirement of
tracking an object’'s temporal position.
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It also provides an additionalformation source that can be exploited for the purpafs
object extraction by algorithms operating over timecompressedl] or compressed
domains[2,3]. When using visual attributef®r object extraction, we will often need to
perform processing in the pixel domain, which inels the additional bden of attribute
extraction. Performing the object extraction onfséd on the visual attributes in the pixel
domain could be based on shape Jj4¢olor [6,7, or other visual features. Approaches
using certain complex analysis in the pixel lewva extremely computationally intensive
and have other drawbacks compared with the appesachthe compressed domain. We
concentrate on doing object extraction in commlesk@main. Although processes in
uncompressed domain give accurate results, the workompressed domain has these
advantages. Most videos are not provided in then fof image sequences, but rather as
compressed formats. Implementation of the samepulaion algorithms in the compressed
doman will be much cheaper than that in the uncesged domain as the data rate is highly
reduced in the compressed domain (e.g., a typi6al 2o 50:1 compression ratio for
MPEG). Compressed video data offers us additionfmrmation like DC coefficients and
motion vectors.

2. Related Work

The motion information can be available from thenpoessed domain. In many cases,
especially in the case of well-textured objects tinotion vector values reflect the
movement of objects in the stream very well. Somer@acheg8,9] utilize these motion
vector values directly. Processing digital videoedily in the compressed domain has
reduced processing time, enhanced storage efficiespeed, and video quality. Object
extraction directly in compressed video withoutl-fthme decompression is clearly
advantageous, since it is efficient and can mosdyeeeach real-time processing speeds.
Motion vector information is an important cuer foumans to perceive video content.
Thus, the need for reliable and accurate motiortoveinformation becomes clear for
those approaches that are employing the motidornmation [2,3,8] as well as to get
highly efficient extraction algorithms at the mdalack level. Motion vector information
is sometimes difficult to use due to the lack déetive representation and due to the fact
that it introduces large amounts of noise which endierther processing of the data
impractical. Besides, it is still fdrom ideal in performance, as the key motion estimatio
is carried out using a coarse area-correlation ogethat has proven its inefficiency in
terms of accuracy. Some researchers [10] elaboratbe noise in motion vectors due to
camera noise and irregular object motion.

It is known [11] that the motion fields in MPEG edms are quite prone to quantization
errors, especially in low-textured areas. Howewgpjcal samples in the motion vector
field are usually inaccurate [14,15]. These defax@a be combated with robust error
recovery schemes that repair motion fields and aedooise. Consequently we can
produce a smoother shape a boupdwhere the motion vectors are used to determine
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object boundaries in object extraction. Therefarethis paper, we introduce a technique
that can overcome those defects and produce miableemotion vector information and
smoothed object boundaries for the object extractechnique. Initially, we pass the
result of the features extraction into the texto@sed filter; which will be described later
in detail. In this way, many situations that meguse trouble in conventional
approaches can be handled properly without usimgptex operations[16] used P,B
frames. Ore [14] applied a median filter for the magnitude onkhile we applied itfor
both magnitude and direction which resulted in aareccurate and reliable outcome in
terms of object extractioll] used spatial confident measure which is MeartelFlike,
where authors in [14] proved this insufficient @mrhs of accuracy and unrealistic for real-
time application. In that, [11] combined both thexture and spatial measure equally,
which was proven insufficient in terms ofca@acy and unrealistic for the real-time
applications[14] uses spatial filter without regiing the texture measure which resulted
in a less realistic result.

3. System Overview

In general, the object-based video streaming tecbnogun be designed as stated in Fig.
1. Our proposed scheme is located in block whichsusounded by dashed lines.
Initially, in this figure, we capture video streamMPEG format, extract features, detect
moving objects and transmit their encoded stredft.1 illustrates the streaming
system architecture, which coverbur key modules, including the Object
Extraction, SendeReceiver, and Composer

(a)
[ — ~ObjectDetestion system |
Video ! Feature .| Texture -~ Object I_ R ETIeT
Source 'I'Extraction 7| Filtering Extraction | g
L 0 — — — — — —
Network
o h
; Construct
- — phdeo e Object & |« receiver
2 epay BackGround
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Fig. 1. Streaming System Architecture (A), Block Diagram of RTP Sender (B) and Block Diagram of

RTP Receiver (C)
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4. Object Extraction System

The MPEG compressed video provides one motion wdotoeach macroblock of size
16x16 pixels, which means that the motion vectoesquantized to 1 vector per 16x16
blocks. The motion vectors are not the true motrectors of a particular pixel in the
frame. Our object extraction algorithm requires iomtvectors of each P-frame from the
video streams. Our system takes the motion ve&tons the compressed video stream as
the only input. For the computational efficiencyplyothe motion vectors of P-frames are
used for object extraction algorithm. Besides, wedto extract the DCT information
from I-frames. This iformation is readily available in MPEG stream, thos mmuch time

is not spent in decoding the MPEG stream. Hence,approach fits for the real-time
application envionment.

4.1 FeaturesExtraction

Now, we will present the following diagram whichatgs an abstract ovenview of our
object extraction proposed system, and then we wgicdbe its components in detail. In
our proposed approach we first take an MPEG videweas with the
[IBBPBBPBBPBBPBB] structure. Fig.2 shows the proposed system architecture.
Next, we extract the motion vectors from P-framesdyoin order to reduce the
computational complexity. Since, in general, in idewe with 30 fps, consecutive P-
frames separated by two or three B- frames atesstillar and would not vary too much.
It must be noted that B-frames are just “interpodt frames that hinge on the rda
motion information provided in P-frames and therefasing them for the concatenation
of displacements would be redundant. It is sudfitito use the motion information of P-
frames only to detect the objects. Meanwhile, wi extract the DCT coefficients from

| frames, these coefficients include the DC cosdfit; and the AC components as well. Then,
we will pass the DCT coefficients into a modulecsidculate the energy values “texture” of
each frame.

Video | DCT Coefficients Compute | ’ Propagate Energy

Stream Extraction > Energy Values values into P-frame
Motion Vectors

Extraction Texture based Filter

Object Extraction

I

Objects Descriptors

Fig. 2: The Object Extraction System Overview
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After which, we will propagate these “textureamhation” values into P frames. We
pass these texturally filtered motion vectors iotw object extraction algorithm to get a
set of detected objects in each frame. Steps wiltéscribed in detail in the following
sections.

4.2 TexturesFiltering

In fact, in most cases motion vectors are not amgcurate, but in some cases they are
meaningless. This will not allow even a sturdyirfigt stage to operate reliably. It is
more robust if these low-textured macroblocks awé included in the fitting. By doing
so, we analyze the AC components of the DCT caeffts and DCT coefficient, thus
staying in the compressed domain

4.2.1 Texture Energy Computation

Object regions are distinguished from non-objediaes using their distinguishing

texture characteristics. Unlike previously publghmethods which fully decompress the
video sequence before extracting the desired objegions. This method helps in
locating the candidate object regions direcitty the compressed domain by using
the intensity variation information encoded in tBE€T domain. In some applications,
researchers have used either horizontal intensitiation, or vertical intensity variation.

We desigrDirectional Texture Energy Map (DTME) in DCT domainFig.3, by assigning

a directional intensity variation indicator for @acoefficient in DCT domain. The DC or
AC components are indicated as tbkkowing:

H: Horizontal intensity variation.
V: Vertical intensity variation.
D: Diagonal intensity variation.

L I H H H H H H
I I H H H H H H
& L ¥ ) H iy | H H
% % ¥ ¥ H H H H
W % % % I I I I
h % % % I I I I
% % % % b " I I
% ! % % % % I I

Fig.3: Directional Texture Energy Map in DCT
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We are processing in the DCT domain to iobthe directional intensity variation or tte® called
directional texture energy using only thdoimation in the compressed domain. Note that theabipg
units are the 8X8 blocks in I-frames. Blocks dflorizontal Spatial Intensity Variation for each 8R&T
block, we compute the Horizontal energy Eh by simg up the absolute amplitudes of the horizontal
harmonics of the block: which have been marked &s tie DTME. Blocks of Vertical Spatial Intensit
Variation for each 8X8 DCT block, we computee tiertical energy Ev by summing up the absolute
amplitudes of the vertical harmonics of the blogkich have been marked as V in the DTME. Blocks of
Diagonal Spatial Intensity Variation for each 8K&T block, we compute the Diagonal energy Ed by
summing up the absolute amplitudes of the Diagbaahonics of the block: which have been marked as D
in the DTME. Finally, we will calculate the averageergy Ea. for each macroblock, which is the ayeera

value of the Vertical energy, Diagonal energy amditbntal energy, as the following:

3x (E E_)_+2xE
- b=y ¢ &

422 TextureFilter Process

Upon getting the average energy, these averagg\emalues are then thresholded to obtain the blotks
large intensity variations. We will update motimector values based on the Ea as describedhdn t

following procedure.
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For every macrblock:

E xM <

Motion_Vec Jor Motion_Vector 4 2oz By B

@ Motion Vec E_2E
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lid

We have used an adaptive threshold value whichtstimes the average texture energy of the

corresponding DCT channel for all the blocks infitzne.

4.3 Object Extraction

So far, we have obtained the fine motion vector. 8Meted by eliminating undesired motion vectors
before the process of extraction in order to a@himore robust performance. Motion vectors with
magnitude equal to or approachingazare recognized as undesirable and hence are ket tato

consideration. On the contrary, motion vectorshwérger magnitude are considered more reliable

and therefore are selected.

431 Object Extraction Algorithm

An object extraction algorithm is used to detecteptial objects in video shots. Initially, motiorators
that have similar magnitude and direction are ehest together and this group of associated maarkblo
of similar motion vectors is regied as a potential object. Details are presentezliinprevious published
pape. Fig. 3-4 show the extraction results of using our systmd without using any kind of filtering
respectively.Fig.4 shows the result of object extraction using diseetitracted motion vectoFig.3 shows
the result using our system. All of these fegiuse the same frames with the same extractedrmoti
vectors. The detected objects arerked over with thicker, dler lines in Fig 3-4. The reader can notice

how precisely our system is able to detect theatdhje
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Fig.3: Object Extraction using our System Fig.4: Object extraction without processing.

5. Video Streaming

To link the sende receiver and transmission channel for real tingpldiying video sequences, a stadda
RTP based network streaming technique is used.sileaming module uses two categories of network
protocols containing the network-layprotocol and transport protocol. Basing this on Ework, the
network layer protocol uses a network address ieesthe basic network support. The majority of sfzort
protocols perform over an RTP stack, which is impmated on top of UDP/IP to provide an end-to-end
network transport for video streaming. A sendereiponsible for capturing and transforming audioai
data for transmission, as well as for generatioi? R&ckets, it may also participate in erdetection and
correction and congestion cooht by adapting the transmitted media streamresponse to receive
feedback. Uncompressed media data is captimed a buffer, from which compressed frama®
produced. Frames may be encoded in several wayndielg on the compression algorithm used, MPEG
format and so forth and encoded frames may depermbthnearlier and later data. Compressed Frames are
loaded into RTP packets, ready for sending. If &arare large, they may be fragmented into severgl R
packets: If they are small, several frames maywwlled into a single RTP packet. Depending on tha e
correction scheme in use, a channel coded may éx tosgenerate error correction packets or to degor
packets before transmission. After the RTP padkat® been sent, the buffered media data corresmpndi
to those packets is eventually freed. The semdest not discard data that might be needed foor er
correction or for encoding process. This requireimmaay mean that the sender must buffer the data fo

some time after corresponding packets have beah depending on the codec and ther eorrection
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scheme used. The sender is responsible for gemgrnadiriodic status reports for the media streanis it
generating, including those required for lip dylomization. It also receives reception qualitgdieack
from other participants and may use the informatmmadapt its transmission. A receiver is respdedity
collecting RTP packets from the network, correctimy losses, recovering the timing, decompressieg t
media, and presenting the result to the userstt sénds reception quality feedback, allowing #reer to
adapt the transmission to the receiver, &ndnaintains a database of participants e tsession.
Implementations sometimes perform the operatiore different order depending on their needs. Tist fi
step of the receiver is to collect packets from rieework, validate them for correctness, and ingem
into a sender-specific input queue. Packets alieoted from input queue and passed to an oatio
channel-coding routine to correct for loss. Follogvithe channel coder, packets are inserted intuece-
specific playout buffer. The playout buffer is orelé by timestamp, and the process of inserting gtack
into the buffer corrects any reordering inducedrdutransport. Packets remain in the playout budifeil
complete frames have been received, and #reyadditionally buffered to remove any &hon in
interpacket timing caused by the network. Calcatatdf the amount of delay to add is one of the most
critical aspects in the design of RTP implementatiBach packet is tagged with the desired playiouw t
for the corresponding frame. After their playdime is reached, packets are grouped to form tetep
frames, and any damaged or missing frames arereepdtollowing any necesyarepairs, frames are
decoded (depending on the codec used, it may bessacy to decode the media before missing frames ca
be repaired). At this point there may by observalifierences in the nominal clock rates of the serahd
receiver. Such differences manifest themselvesiétsidthe value of the RTP media clock relativethe
playout clock. The receiver must compensate far thock skew to avoid gaps in the playout. Finathe
media data is played out to the user. Dependinthemmedia format and output device, it may be fdessi
to play each stream individually- for example, prasg several video stream for playout- for exanpl
combining several audio sources for playout vigirggle set of speakers.As is evident from thisefbri
overview, the operation of an RTP receiver is caxpland it is somewhat more involved than the
operation of a sender. This increased complexitargely due to variability of IP networks: Much tife
complexity comes from the need to compensate fokgidoss, and recover the timing of a stream #dtec
by jitter.

11
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8. Experimental Resultsand Discussion

We have designed an experiment in ordewddfy optimal performance. The experiment has been
designed to test the proposed scheme on three e¢lige These video clips are in MPEG format ang ar
part of the MPEGY7 testing dataset. Testing is perédl usingour types of related work which are, Group
A using Gaussian filter only [18], group B usingtan filter [14] Graup C using Cascade Filter , and
group D our system, finally without any kind of postopessing. In order to compare the performance
among these four system’s results, we make thewolly configurations fix among all the experiments.
The frame size is 320x240 which implies that ween28@X15 macroblocks in each P frame. Our testing
dataset presents walking persons in different dgios, positions, speed, and can vary slightly bject
size. We choose theecall and precision metrics because they are most commonly used to evalugtetob
extraction system performance [12,1Big. 5-8 show the results of object extraction performaocer the
second video clip among the MPEG testing datasetsWw the precision metric and recall metric af ou
object extraction scheme for this video clip botithvand without the filter being used, and we carmst
manually the ground truth of the video cliig.5-6 illustrate the values of the recall and precigsioetrics

for each frame in the video clip. We note that gregformance of our system is consistently supenor
performance using others schemes. We show thegeveeaall metric and average precision metric fier t
whole clip inFig.7-8. Again, ou system topped them all. Through our experiment wécedtthat there is

a weakness in the single Gaussian filter performamicen the object location is in the framedeo. This

can be explained due to the lack of informatiothenneighborhood near the border.

In summary, the proposed system boosts the performamitiée keeping the computational complexity
low. Both the Gaussian and Median filters are adé as a readily implemented component in both
hardware and software. In Addition, the motion vest DCT coefficient, and AC component are readily
available in MPEG stream. As we refine the motgctors resulting in vectors that are easy to gssc
execution time of the object extraction aitjon afte using the filter will be reduced significantly

compared to that without using any kind of postpssing.
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9. Conclusionsand Future Work

In this pape we present a novel object extraction scheme feroffject-based streaming system. We are
going to develop our streaming system to achie@SQand adopt er recovey scheme and RTCP
control.
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