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Computer-adaptive language testing

Charles Alderson
Lancaster University

1. Introduction

Computer-adaptive testing (CAT) involves presentegrners with items thought to
be most suitable for them, and adjusting the seledf items in light of the learners’
responses to previous items. The classic case 4f @¥olves the construction of a
bank (collection) of test items which have beenbcated in terms of their empirical
difficulty. Learners are typically initially presesd with an item of medium difficulty.
If their response is correct, they will then begemted with a more difficult item. If
their response is incorrect, they are then predemiits an easier item. If their response
to the second item is correct they are given a mddfeult item and if incorrect, an
easier item. The computer calculates the learradmlgy level (or score) on the fly as
well as the reliability of the test as administertgdto that point. Items from the bank
are presented to test-takers following speciallyetteped algorithms for the selection
of the initial test item, subsequent test itemsl amule for concluding the test — ie the
criteria to be met for the test to be terminategpidally, the test is terminated when a
given level of reliability has been reached, or wiaepre-determined number of items
has been delivered.

The advantages are that tests can be tailoredlearaer’'s ability level rather than
wasting time and effort by presenting them withmsethat are far too easy or far too
difficult. As a consequence, tests can be marksldbrter than traditional linear tests,
and thus more efficient. In addition, since eacrrer takes a different test than his or
her fellow test-takers, cheating is made much nddfecult. The major disadvantages
are that in order to be able to predict a learnabgity level items need to be pre-
tested and analysed using an Item Response Thewdglm IRT (which allows the
estimation of a learner’s ability level independehthe difficulty of the items) — but
IRT requires relatively large numbers of pilot testndidates for reliable ability
estimates. Secondly, in high-stakes testing sduoati(like the TOEFL) learners are
often schooled in remembering which items they hlaken, and the item bank can be
reconstructed if sufficient numbers of candidate=sall the items (this has happened in
China, for example, where CAT versions of TOEFL eveompromised). In addition,
truth-in-testing laws in some states of the USA m#et the test items constituting
the basis of the test-taker’'s score have to be mad#able to test-takers on request.

Optimizing the role of language in Technology-ErdeahLearning (2007): 1-3



2 CH. ALDERSON

This inevitably compromises the test bank. As aulteETS (the developers of
TOEFL) have ceased developing CATS since, as theyt,p'feeding the CAT is too
expensive”.

2. Outline of the presentation/demo

In this talk | will briefly present the work | havdone on CATs to date and then
discuss possible amendments to the design of CATeake them more relevant to
learners and to test purposes. My main involvemetit CATs, apart from critiquing
their value, has been on the DIALANG Project. DIANG is a suite of Internet-
delivered diagnostic tests of 14 European languagesied by the European Union,
and based on the Common European Framework. laicentiests of reading, listening,
writing, grammar and vocabulary, as well as a tdsvocabulary size and a self
assessment battery. The current version of thadestaptive at what we call the test
level, and | shall describe how this works and leadback is given. Algorithms have
been developed — but not yet implemented — to rnitakéest adaptive at the item level,
as in the classic case described above, and | ¢dsdkibe the problems and solutions
involved in making a test, which is delivered otte Internet, adaptive at item level. |
shall then describe and discuss further develomnehCATs. These are much less
likely to take place in the context of high-stakesficiency tests, for the reasons given
above, but in the context of language learninghlaé of progress or achievement tests
or, in the case | am interested in, in further exgaion and refinement of the diagnosis
of learners’ strengths and weaknesses.

Adaptation to the learner’s response need notrbplgion the basis of the difficulty of
the item responded to, but on the basis of itemesnThus, if the items in the CAT
bank are characterised not merely in terms of #@ipirical difficulty, but in terms of
the language features they test, or in terms okkilkor sub-skill they measure, then
one can envisage an adjustment of the CAT algortthtake account of what is being
tested. Thus, a diagnostic CAT of one’s commanstmictures in the language could
select items on, for example, the use of the ptepenfect, and explore how
thoroughly a learner mastered that tense/ aspeatvariety of contexts, or with a
range of different verbs. Success on a range aisiteould lead to the selection of
items on a different aspect of syntax, or to thesentation of items in the same
syntactic area but known to be more “advancedemms of the acquisition sequence
and/or the development of the learner’'s syntaactimmetence. Similarly, one could
envisage tests of vocabulary being structured daogrto the frequency of words in
the language, or according to particular semamgidd, or domains of use or register,
and so on. Computer adaptivity would then enabiteoee or less thorough exploration
of strengths and weaknesses in lexical knowledge.

Similarly, in tests designed to establish a ledasnkvel on the Common European
Framework of Reference or some similar relevamidsed, CATS could present items
calibrated and standard-set at the different CE#MRI$, and the degree of a learner’s
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mastery of items in a given skill or language usmdin at each particular level could
be explored in some depth.

Another adaptation of the principle of adaptivitputd take account of learner
characteristics (age, mother tongue, years of ilegrgender, topics of interest, area of
academic study, etc). The learner would select faomenu of possible characteristics
those that applied to them, and the computer woulg present items known to be
suitable for learners with such a profile — or,a@ad, items known to be a challenge for
such learners.

Finally, instead of the computer making the deaissa which next item to select, the
learner could be allowed to do so (by, for exampguesting a more difficult item, or
one on a different linguistic feature or anothgri¢ar academic discipline).

3. Issues and challenges

The major challenge in the field is to identifyeehnt characteristics of items and of
learners whichwould provide meaningful diagnoses, or resultsvae to further
learning, and this requires a much better theory dagnosis and language
development than we currently possess. | hopeandibcussion that we can explore
whether NLP techniques can contribute to this motibadaptivity.

4. References
CHALHouB-DEVILLE M. (ed) (2000)Computer-adaptive tests of readjri@ambridge, CUP.

CHALHOUB-DEVILLE M. and DeviLLE C. (1999) “Computer Adaptive Testing in Second
Language Contexts” iAnnual Review of Applied Linguistjcd: 273-299.

DUNKEL P.A. (1999),Considerations in Developing and Using Computer{i@ Tests to
Assess Second Language Proficieniaitp://www.cal.org/resources/Digest/cat.html {las
accessed 7.8.07).

WAINER H. (ed.) (2000),Computer-Adaptive Testing: A PrimeMahwah, NJ, USA,
Lawrence Erlbaum Associates.






VISL: A cross-language approach to NLP-
and games-based grammar teaching

Eckhard Bick

University of Southern Denmark

1. Introduction

VISL (Visual Interactive Syntax Learning) is aneagtated interactive user interface
for teaching grammatical analysis on the Intermietyeloped at the University of
Southern Denmark, offering a unified system of gsialfor 25 different languages, 8
of which are supported by live grammatical analygisunning text. For reasons of
robustness, efficiency and correctness, the systémiérnal tools are based on the
Constraint Grammar formalism (Karlsson 1990), bs#trg are free to choose from a
variety of notational filters, supporting differewtescriptional paradigms, with a
current teaching focus on syntactic tree structUeegyuage independent grammatical
categories and the form-function dichotomy. VISIcere NLP-programs use the
author’s hybrid multi-level parsers (http://betahsdu.dk), while teaching applications
(http://visl.sdu.dk) and corpus searching tools tp{hcorp.hum.sdu.dk) are
implemented as platform independent Java-programds Rerl-cgi’'s. Though lexica
and parsing rules are developed individually fochedanguage, a common CG and
treebank data format facilitates source data teansfto grammar teaching games,
structural or color based visualisation, and lisgjairevision of corpus data.

2. Outline of the presentation/demo

In a modern school or university environment, graanteaching is often plagued by
the fact that the subject is perceived as “academmt “uninteresting”, and its
inherent analytical view on language conflicts watlturrent language teaching focus
on assimilation, naturalness, communicative medta &Iso, grammar teaching is
affected by a cross-language handicap, becausergtudre confronted with different
formal systems and terminology, depending on thigvidual language taught (e.qg.
latinid vs. native terminology, morphological venttional word classes, syntax trees
for English, dependency grammar for Czech, topckdields for Danish). In order to
address these problems, the VISL system has intembla novel, unified approach

Optimizing the role of language in Technology-ErdeahLearning (2007): 5-6



6 E.Bick

across languages, built on a clear distinction betwfunction and form, and tied to
visually stable clues, such as iconic abbreviatisgsbols and colour coding.

The presentation/demo will demonstrate how theseiptes can be implemented in
the form of internet-based grammar games sudWaslFall, Labyrinth, Syntrigtc.,
as well as tree structures and corpus tools.

3. Issues and challenges

While games and treebanks can be based on mammnaibtated data, a truly flexible

system and, not least, language teaching basedhpmieal, corpus-derived evidence

cannot realise its full potential without robustit@matic NLP, and even apparently
“closed” exercises and games become dependentabntsals if a higher degree of

lexical or structural variation is to be achievedwhere a teacher would like to adapt
exercises or games to a given text book traditiomegently treated literature. For

these reasons (and also for the sake of linguilstio@ore robust interfaces), | believe

the integration of main stream parsing technolaglge one of the major challenges in
the future development of CALL applications.

4. References

Bick E. (2005-1), “Grammar for Fun: IT-based Grammararbéng with VISL”, in
P.J. Henriksen (ed.CALL for the Nordic LanguageKebenhavn, Samfundslitteratur:
49-64 (Copenhagen Studies in Language).

Bick E. (2005-2), “Live use of Corpus data and Corpusogation tools in CALL: Some new
developments in VISL”, in H. Holmboe (redNordic Language Technology, Arbog for
Nordisk Sprogteknologisk Forskningsprogram 20004200earbook 2004 ;openhaguen,
Museum Tusculanum: 171-186.

DAviEs G. (ed.) (2007),Information and Communications Technology for Laaggi
Teachers (ICT4LT)Slough, Thames Valley University (online: httywWw.ict4lt.org/).

EUROCALL bibliography: http://www.eurocall-languagerg/resources/bibliography/books.
html

FITzPATRICK A. and DaVIES G. (eds) (2003)The Impact of Information and Communications
Technologies on the Teaching of Foreign Languaged @n the Role of Teachers of
Foreign Languages.

KARLSSONet al. (1995),Constraint Grammar — A Language-Independent Sy&tefarsing
Unrestricted TextMouton de Gruyter.

WARSCHAUER M. and HEALEY D. (1998), “Computers and language learning: Aareew”,
in Language Teachin@1l: 57-71.

WARSCHAUER M. (1996), “Computer-assisted language learning: iatroduction”, in
S. Fotos(ed),Multimedia Language Teachingokyo, Logos International.



CALL software design principles
and the integration of NLP

Jozef Colpaert
University of Antwerp

1. Introduction

The role and shape of solutions for language legrrshould not be based on a
technology-driven (not even NLP-driven) approaalt,dn an accurate specification of
what is needed for a particular language learnitugison. We therefore have to create
a language learning environment first, defined asaachitecture of actors and
components and their mutual interactions, beforgditegy on the language method,
media, systems, technologies and NLP routines meede

Our current research focuses on the implementafi@istributed Language Learning,
a conceptual and methodological framework (DLL) #l@signing language learning
solutions in distributed environments.

2. Outline of the presentation/demo

In this presentation we will explain the conceptDifL, and show how it has been
applied to system development, content structuraogrse design and even to the
design of a completely new Language Institute.

In the case of system development, we will preaeldt L-based software architecture
that allows the integration of NLP-routines (Haftd Schulze 2007) on the level of
error analysis and answer evaluation but also endtel of the interface (especially
for physically, visually or auditory challenged ilears). We will show examples in 3D
game scripting, language testing and mobile legtnin

3. Issues and challenges

Our current challenge is the design of an archutecfor an intelligent server-based
tutoring system for mobile devices, which will he ttopic of our next FP7 proposal.

Optimizing the role of language in Technology-ErdeahLearning (2007): 7-8
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4. References

CoLPAERT J. (2007), “Distributed Language Learning”, edibrin Computer Assisted
Language LearningVol. 20, No. 1, February 2007: 1-3.

CoLPAERTJ. (2007). “Pedagogy-driven design for online laaggiteaching and learning”, in
CALICO Journal 23:3477-497.

CoLPAERTJ. (2007). “Toward an ontological approach in go@énted language courseware
design and its implications for technology-indepamtdcontent structuring”, i€omputer
Assisted Language Learningpl. 19, 2&3: 109-127.

CoLPAERTJ. (2004)Design of Online Interactive Language Coursewaren€eptualization,
Specification and Prototyping. Research into thpauot of linguistic-didactic functionality
on software architecturgDoctoral dissertation). University of Antwer@Q@, 342 p. UMI
micropublication number 3141560. Also availablensmw.didascalia.be/doc-design.pdf.

HelFT T. and $HuLze M. (2007), Errors and Intelligence in Computer-Assisted Lamggia
Learning. Parsers and Pedagogud4ilton Park (Routledge Studies in Computer-Assist
Language Learning (ed. C. Chapelle).



CorpusCALL: Challenges and opportunities

Piet Desmet and Hans Paulussen
K.U.Leuven Campus Kortrijk

1. Introduction

This talk is situated in the field of corpusCALLhet use of corpora within CALL
(Computer Assisted Language Learning), that haseglagrowing importance within
the CALL research community as can be seen fromntgaublications (Sinclair 2004,
Gavioli 2005, Braunet al. 2006, Chambers 2007), and the introduction of SIG
communities based on this theme within EuroCall #id.

Our research group is quite active within the fielldcorpusCALL: we have two

projects on this domain running at the moment. Bhisuld be placed in our general
interest in CALL, which has recently led to the fidation ofALT, Research Center on
CALL Our current projects involve research topics sashharnessing collective
intelligence in e-learning environments, effectiess of electronic learning platforms,
authoring systems for the creation of half-open ambn supported tasks and
electronic language testing.

2. Outline of the presentation/demo

This talk consists of two parts. First of all, wdlwive an overview of the different

approaches of using corpora for foreign languageniag, and CALL in particular.

The second part will deal with some aspects of u®rpreation and the need of
standardisation. Both parts will use examples faifferent projects, including the
parallel corpus project REBECA (a collaborative jpod between K.U.Leuven

Campus Kortrijk and FUNDP, Namur) and the recerstigrted DPC project. The
Dutch Parallel Corpus project (DPC) is a STEVINject, organised by a consortium
of Dutch and Flemish universities and translatimgtitutes, which aims at compiling a
multilingual multifunctional corpus for languagechksmology, translation studies,
linguistics and corpusCALL.

Corpora have been created and explored for a lang for different purposes
including language technology and linguistics. Otitg last ten years has corpus
exploration moved to other domains, including fgrelanguage learning and CALL
(Computer Assisted Language Learning). Moving afayn language specialists to

Optimizing the role of language in Technology-ErdehLearning (2007): 9-11



10 P.DESMET ANDH. PAULUSSEN

general language users, corpus exploitation regjuzne adapted approach which
demands different exploitation tools and high gyainnotation. We will show where
corpora can be useful in language teaching andagxphe quality requirements for
corpusCALL.

The creation of a corpus has improved considerabdy the last ten years, due to the
ever growing computer capacity, the interconnettibbetween computers of different
platform types and the introduction of the intertetthe general public. Moreover,
most texts are nowadays created electronically.s&hechnological improvements
show that corpus creation has become a very eakydtleast as far as collecting text
samples is concerned. However, cleaning, struguaimd annotating corpora requires
careful attention, especially when qualitative exalion is the ultimate goal. An
important improvement in corpus compilation and tHar exploitation is the
introduction of character standardisation (Unicode)l document standardisation via
XML (e.g. TElI and XCES). Although the XML formats requireesgic handling,
their importance in compiling and distributing teedrpora cannot be underestimated.
The advantages of XML distribution will be illusteal.

3. Issues and challenges

In the context of pure NLP applicatiorss.d. machine translation), corpora are mainly
used as linguistic resources to feed a particubgali@ation. The corpus is usually
transformed into meaningful chunks complying withe trequirements of some
statistical application. The corpus itself remaimgsible to the outside world. In the
context of language learning, on the other hanthara remain very “visible” to the
end-user. Therefore, higher quality standards etpired for corpus compilation,
annotation and exploitation.

The main challenges in the use of corpora for lagguearning are situated in further
exploitation of corpora. In foreign language leagjicorpora can be explored in at
least three different stages with reference toldhguage learning process: (i) corpus
extracts in the preparation of language materiqicdrpus samples during the learning
activity and (iii) corpus samples used as feedlstdr the learning activity. The use
of standardised XML formats can improve the exploin of corpora in each stage.

4. References

BRAUN S., KOHN K. and MUKHERJEEJ. (2006), “Corpus technology and language peddgogy
in English Corpus Linguisti¢d/ol. 3, Frankfurt am Rain, Peter Lang.

CHAMBERS A. (2007), Integrating Corpora in Language Learning and TeachiSpecial
Issue ofReCALL Volume 17(3).

DesMET P. and HROGUEL A. (2005), “Les enjeux de la création d'un envirenrent
d’apprentissage électronique axé sur la comprébermiale a I'aide du systeme auteur
IDIOMA-TIC”, in ALSIC (Apprentissage des Langues et Systemes milation et de
Communication)8. http://alsic.u-strasbg.fr/v08/desmet/alsic_vIB-poi4.htm
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DesMET P. (2006), “L’apprentissage/enseignement des kemga I'ere du numérique:
tendances récentes et défis”Ravue francaise de linguistique appliquég: 119-138.

DesMET P. and EBGERMONT C. (2006), “FRANEL: Un environnement électronique
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tous”, inCahiers F. Revue de didactique francais languergése, 7: 39-54.

DesMET P. (2007), “L’apport des TIC a la mise en placenddispositif d’apprentissage des
langues centré sur I'apprenant”, llit.L. International Journal of Applied Linguistidb3
(in press).

DevILLE G., DUMORTIER L. and RRULUSSEN H. (2004), “Génération de corpus multilingues
dans la mise en oeuvre d'un outil en ligne d’aidéaalecture de textes en langue
étrangere”, in G. Purnelle, C. Fairon and A. Digeats.),Le poids des mots, Actes des 7es
journées internationales d’analyse statistique ddsnnées textuelles, JADT 2004
Louvain-la-Neuve, March 2004: 304-312.

GavioLl L. (2005),Exploring corpora for ESP learningddmsterdam, John Benjamins.

MACKEN L., TRUSHKINA J., FAULUSSEN H., RURA L., DESMET P. and \ANDEWEGHE W.
(2007), “Dutch Parallel Corpus: a multilingual ateted corpus”, irProceedings of The
fourth Corpus Linguistics conferendgniversity of Birmingham.

SINCLAIR J. McH. (2004),How to use corpora in language learnindmsterdam, John
Benjamins.

Website ALT, Research Center on CALL: www.kuleukamtrijk.be/ALT
Website LINGUATIC project: www.kuleuven-kortrijk.languatic
Website DPC project: www.kuleuven-kortrijk.be/dpc






The contribution of learner corpus research to
TELL

Sylviane Granger
Université catholique de Louvain

1. Introduction

Learner corpus research is a fairly young but lyigthynamic research field that
emerged in the late 1980s. It focuses on the dalecannotation and computer-aided
analysis of vast electronic collections of authentritten and spoken data produced
by foreign language learners. Tl@entre for English Corpus Linguisticsf the
University of Louvain (UCL) has played a key rola shaping the field and
demonstrating its tremendous pedagogical potentialy presentation | will briefly
describe the work carried out at Louvain and sk#ételnumerous possibilities it offers
for Technology-Enhanced Language Learning.

2. Outline of the presentation/demo
LEARNER CORPUS COLLECTION

The learner corpora collected at Louvain contaita gaoduced by foreign language
learners of English and French. One of the chamatts of the corpora that
distinguishes them from other similar collectioaghat they contain data from a wide
range of learner populations. The#ernational Corpus of Learner English (ICLE) a
corpus of argumentative essays produced by higitermnediate to advanced learners
from 16 different mother tongue backgrounds. Tbavain International Database of
Spoken English Interlanguage (LINDSHES)the spoken counterpart of the ICLE and
currently covers 11 mother tongue backgrounds. Arieach Interlanguage Database
(FRIDA) contains written data from two well-defined learqm®pulations: English-
and Dutch-speaking learners of French plus a mswdatorpus representing a wide
range of mother tongue backgrounds. One importhatacteristic of our corpora is
that they are richly documented. IGLE and LINDSEI over 20 task and learner
variables have been recorded for each of the téxtsugh a detailed profile
guestionnaire that all learners were requesteadaptete. All the variables have been
stored in a database and can be used by reseaashgtgeries to compile subcorpora
that match certain criteria, thus allowing for megting comparisons (German- vs.
Spanish-speaking learners, etc.).

Optimizing the role of language in Technology-ErtehLearning (2007): 13-15
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LEARNER CORPUS ANALYSIS

Two methods of analysis — Contrastive Interlanguagalysis (CIA) and Computer-
Aided Error Analysis (CEA) — have been very populmnong learner corpus
researchers. CIA is a very powerful, fully autormakieuristic that uncovers the
patterns of overuse, underuse and misuse thanhgiissih learner writing or speech
from native or expert user data. CEA is a hightyeiconsuming but extremely fruitful
process that enables researchers to have accessiprehensive catalogues of errors
for a given learner population. In my presentatianll illustrate the two methods and
describe the systems of error annotation we hasguled to make errors amenable to
subsequent automated processing.

PEDAGOGICAL APPLICATIONS
Our learner corpus work has informed a range ohgedical applications:

- Exercises in théreeTextCALL program for learners of French as a Foreign
Language (Granger 2003);

- ‘Get it right’ notes and ‘Improve your writing 8k’ section in the new edition of
the Macmillan English Dictionary for Advanced LearngiRundell and Granger
2007; Gilguinet al in press)

- Web-based error interfacexxelant(Grangeret al. 2007).

3. Issues and challenges

Although learner corpus research has already gemtersome useful pedagogical
applications, its potential is much greater andedkint of learner corpus integration
into future applications is likely to increase hetnear future. The following are but
some of the many avenues for future learner-conpiosmed research: computer-
adaptive testing, fleshing out of the descriptdrshe Common European Framework
levels, error detection and modeling (track whaters have mastered and what they
still need to learn; provide appropriate feedbadiLL materials design (notably
electronic dictionaries and grammars), incorporatwd learner corpus collection and
annotation into TELL mobile/web-based environmessech recognition. All these
applications call for synergies between speciairsts wide range of disciplines: TEL,
language teaching, language testing, NLP, corpuguistics and second language
acquisition.

4. References

BELz J.A. and WATKINA, N. (2005), “Learner Corpus Research and the Dgweént of L2
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Feedback methods in computer assisted
pronunciation training applications using automatic
Sspeech recognition

Thomas Hansen
University of Southern Denmark

1. Introduction

The field of Computer Assisted Pronunciation Tnagn{CAPT) has seen an explosion
in the use of Automatic Speech Recognition (ASRhi®logy within the past two
decades. Contemporary applications come equipp#d a@mmercial battle cries of
success that leaves one wondering why the use af applications is not more
widespread than it is and also why second langaageisition (SLA) so often still
fails.

The main question in this connection is whether fémdback strategies which are
presently employed work or how they should be s$tmetl to maximize learner
benefit.

2. Outline of presentation/demo

Contemporary CAPT applications employ a varietyegfdback methods, of which the
pedagogical value will be discussed. A potentietegy, or roadmap, for improving
the effectiveness of ASR in CAPT applications Wl outlined for discussion.

3. Issues and challenges

Shaping and developing Automatic Speech Recognigohnology in such a fashion
that a more detailed and constructive level of Iiee#t can be achieved.

4. References

HANSEN Th. (2006), “The Four K’s of feedback?” Proceedings of the 4th International
Conference on Multimedia and Information and Comication Technologies in
Education (m-ICTE20065eville: 342-346.

BERNSENN.O., HANSEN Th., KIILERICH S., MADSENT. (2006), “Field Evaluation of a Single-
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Language technology projects at IDM

Holger Hvelplund
IDM, Paris

1. Introduction

Based on experience with production of electrongrsions of monolingual and
bilingual dictionaries the emphasis in the predesriawill be on how content for cross
media products can be produced efficiently, how wahg different types of content
can/should be integrated; how content can be aedemsd adapted in different ways
depending on the user, the medium, and the cotitexdtontent is used in.

2. Outline of the presentation/demo
Short demonstration of:

DPS — a tool for compiling content for different aiees and target audiences.
A few ELT dictionary products with examples of:

» Different ways of integration language teachingteanhwith the content of the
dictionary.

* How the dictionary can produce content that camgel by language teaching
components.

* Publishing same content on different medias andiféerent user audiences.

Teacher resource database.

Issues and challenges
Cost efficient production of content for differanedias and target audiences.

Integration of services in new ways where potentialnew technologies are
exploited. For example, providing language teaclseiyices with Skype, podcast,
broadband (like in services from Praxis Language).

Intelligent user interface with personalized anegnated features.

Optimizing the role of language in Technology-EntethLearning (2007): 19-20
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4. References

Recent productions from IDM:

» DPS - Dictionary Production System.

» Production of dictionaries with XDCC for publishdikse

- Oxford University Press (including CD-ROM version@xford Advanced Learner’s
Dictionary).

- Pearson Education (including CD-ROM and online ieer®f Longman Dictionary of
Contemporary English).

- Macmillan Dictionaries (including CD-ROM version Bfacmillan English Dictionary).

- Cambridge University Press (including CD-ROM andiranversion of Cambridge
Advanced Learner’s Dictinary and CD-ROM versiorCaimbridge Grammar of
English).

- + several others.



Using corpora in language learning:
the Sketch Engine

Adam Kilgarriff
Lexical Computing Ltd

1. Introduction

| am writing an essay about my career plans, amdnt to talk abougoals.How does
the word work? What sorts of sentences might Istoct around it, with what
collocates?

The current range of EFL dictionaries aim to halpg are well-designed, sophisticated
tools which specify grammatical patterns and ceaites, and show the user a range of
example sentences. Often that will be enough. tBey are limited to a couple of
column inches for a word likgoal (in which they must cover all of its meanings) and
sometimes they just do not cover the case the studeinterested in. When that
happens, where should they go next?

It is tempting to say that they should go and lookhe corpus: after all, that is where
the people who wrote the dictionary went. The idaa been discussed at length in the
“Teaching and Language Corpora” community. The |enob is that reading
concordance lines is a skill requiring advancedjleage competence, and is simply
offputting to most learners. The issue may begtesl as follows: the dictionary is a
highly condensed short summary of the word’s behavi The corpus is the raw data
for such a summary, not at all condensed or sunzewri The user would like a point
in between: not as short and minimal as the diatipnbut with a level of abstraction
and generalization.

Using techniques from computational linguistics, agve applied just this logic to
produce ‘word sketches’ — one-page accounts ofgtaenmatical and collocational
behavior of word, as in the figure below.

2. Outline of the presentation/demo

We shall demo the Sketch Engine, a tool origindiyeloped for dictionary-making
but now being re-engineered for language learnéRgcent innovations include a
simplified interface, keyword lists, which allowars to find the words which are most

Optimizing the role of language in Technology-EntethLearning (2007): 21-23
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distinctive of a particular subcorpus, and ‘clusteword sketches’, word sketches in
which similar words are grouped together.

The word sketch is organized according to gramrahtielations, with one list for
collocates in each different relation. The relatrames (on blue backgrounds) head
each list. Collocates are listed according togteanmatical relation they occur in. In
contrast to summaries of commonly occurring neaghimurs which do not apply
grammar, there is no junk: everything is therediorevident linguistic reason.

The first number is the actual number of occurrerafehe collocation (taken from the
British National Corpus (BNC); all data used hesefrom the BNC.) The second
number is a salience statistic, used for sortivghen working online, the user can
click on the number and they are then shown theaalance for the collocation, so if
they are unsure what a word is doing in the wortdk they can promptly find out.

Here, the items are lemmas (dictionary headwotbper than word forms, so data for
goal andgoalsare merged. A ‘part of speech tagger’ has bepheapto work out, for
example, wher@ostis a verb (“post the letter”) and where a noun #igoost”). The
word sketch as a whole is for the nqoal.

Word sketches were first used for the Macmillan IshgDictionary for Advanced
Learners, and are now also being used at Oxfordddsity Press, Collins, Chambers
Harrap, Le Robert and elsewhere. They changed#lyethe lexicographers used the
corpus. Rather than start with a KWIC concorddnc¢he word, they went straight to
the word sketch, as that summarized most of wiest tlieeded the concordances for.

Word sketch fogoal bnc freq = 10631 change options

and/or 1112| 0.8 |object of|3430, 3.1 ||subject of |557| 1.0 ||a_modifier |2546/ 1.8

objective 57| 32.86|score 797|75.31 |come 78| 28.4| |ultimate 83|42.22
try 30| 32.67/achieve | 363|48.14 |give 34| 14.57| |away 25|32.56
goal 32|23.39/concede | 126|47.79 |win 13| 14.32 |winning 31|32.56
penalty 20| 22.75/disallow 26|34.87 |help 10| 10.69 |compact 34|31.79
target 22| 20.1 pursue 75|33.13 stated 17|27.88
value 33|19.36 attain 34/29.34 |adi_subject_of{149| 1.4 | | 5te 53/27.33
conversion | 12/18.92net 18| 26.7] [important 10]15.32 | dropped 11/26.98
aim 15| 17.6|kick 36| 26.2 organisational 22|26.83
mission 11{16.29grab 30/24.43 long-term 34| 25.7
priority 10| 14.13reach 78|23.81 common 56|24.62
strategy 11{12.28 set 97|23.53 headed 11|24.48
point 19|12.21 notch 10|22.81 organizational 18|24.45
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n_modifier |1181| 1.0 | modifies |748| 0.3 | pp_after-p |58| 7.1
drop 85|45.59 |scorer 40| 43.0 |minute 37|39.18
penalty 100|45.27| |difference] 69|34.0
league 90|37.36 |scoring | 17|29.24 |Particle |86 4.5
consolation| 24/35.39 |Ace 18[28.33 |back 32| 28.93
opening 42|31.15 |drought | 14|26.5¢ [down 32| 28.62
second-half| 13|30.46 |Post 34/25.55 |Up 14| 15.44
first-half 12|30.04 |Kick 17|25.1
minute 30/21.09 |keeper 16|24.71| [POSSESSOI col O
half 17[19.19 [weight | 21|21.01| (ENgland | 12]13.99
policy 42(18.73 |Lead 16(20.2

- - pp_from-p [275| 4.1
relationship| 16{13.36 |average | 10(17.5 BT 12117 09

developmen 22|13.22 |setting 11{16.9

Goals occur, of course, in sport as well as lif€he word sketch highlights the
ambiguity. Scanning the ‘object-of’ list, if wecore, concede, disallow, net kick
goals, we are talking sport; if vachieve, pursuegttain orreachthem, life. England
football fans will be glad to seenglandstanding alone in the ‘possessor’ relation to
goals!

Word sketches can be explored hatp://www.sketchengine.co.wkhere papers and
bibliographical references are also available.

3. Issues and challenges

The challenge is to establish the case for corpol@anguage teaching in general. The
second is the attractiveness and usability of #te fSr language learners. The third is
of finding or developing appropriate corpora fandaage learners to use.

4. Reference

Kilgarriff A., Rychly P., Smrz P. and Tugwell D. (@4), “The Sketch Engine”, in
G. Williams and S. Vessier (ed€$)yoceedings of the Eleventh EURALEX International
Congress, EURALEX 2004, Lorient, France, July 622@4 Lorient: Faculté des Lettres
et des Sciences Humaines, Université de BretagdéF3oc EURALEX 2004), Lorient.






A plurilingual ICALL System for Romance
languages

Thomas Koller
University of Nottingham

1. Introduction

The (completed Ph.D.) research described in thstratt deals with the design,
development, implementation and evaluation of aerattive plurilingual ICALL
(Intelligent Computer-Assisted Language Learningjtvgare system (ESPRIT) for
contrastive learning of French, Spanish and ItalB8PRIT targets learners who are
already at an advanced level in at least one oRttreance languages involved. These
learners are expected to be familiar with generathl and grammatical properties of
this language. Equivalent properties of the othemgliages are taught through
comparison.

The addressed research questions build upon therajemesearch findings in
plurilingual teaching and learning of Romance laagps, CALL (Computer-Assisted
Language Learning) and ICALL, and the use of animmain language teaching.
Formative and summative evaluation processes pedvidarner assessment data of
different components of ESPRIT.

Plurilingual means that grammatical and lexicalpgmties of the languages involved
are tightly linked to each other, showing a higlgree of similarity in form and
function. Plurilingual teaching and learning of Ramoe languages exploits the
similarities between these languages to teach thentrastively and to raise the
language awareness of the learner.

The ESPRIT toolset comprises dictionary tools, acoodancer, an input analysis and
feedback module, custom-made animated grammarriegssns and an authoring tool
for animated text. ESPRIT represents a fully fumwdl web-based language learning
platform which is designed for autonomous learnlB§PRIT uses a TV metaphor to
present language learning materials to the leaifiier.contents can easily be expanded
at any time.

In ESPRIT, learners are free to explore the aatwitoffered and to choose the
activities which are of most interest to them. @aidtours, however, provide
information and help about which activities formogical unit, and can be used to
suggest in which sequence to work on materials.

Optimizing the role of language in Technology-EntethLearning (2007): 25-27
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2. Outline of the presentation/demo

After providing a short introduction on plurilingugeaching and learning, my
presentation will focus on the demonstration ofttiwset and the web-based language
learning platform developed for ESPRIT. Special bagis will be put on (a) the NLP
techniques integrated into several tools and (b)aghplicability of ESPRIT tools and
resources to other projects.

Although the similarities between Romance languadgese been described
extensively in contrastive linguistics for decadasbroader interest in research on
plurilingual teaching and learning only emergedtiie 1990s. Since then, several
European projects have been devoted to plurilingreathing and learning of Romance
languages. The materials developed in these psojechot involve Natural Language
Processing (NLP) capabilities and almost exclugiviEicus on receptive skills.

Plurilingual teaching is potentially highly effee#i, yet plurilingual teaching and

learning material is quite hard to obtain. Existimgterials only contain a limited

amount of reading texts and exercises.

The innovative character of my Ph.D. research ireghe investigation of NLP
techniques to enhance the plurilingual teachingleaching of Romance languages. In
contrast to existing plurilingual materials, ESPRbBols allow the learner to work
independently on unrestricted learner-retrieved @aexl to obtain dynamic feedback on
learner input. | aimed to develop flexible and iatgive, easily expandable software
which supports plurilingual teaching and learnifgRomance languages and which
helps language learners to optimally exploit thexisting knowledge in any one
Romance language. The single tools and the weldblasguage learning platform
developed for ESPRIT are available at any timehennternet.

Tools and language data of ESPRIT have already teesed in current projects. Due
to their modular character, the tools and langudaga can easily be integrated in any
other project, in which they can be applied to ptleguages or even language
families. Slavic languages, for example, also slahggh number of grammatical and
lexical properties.

Several ESPRIT tools can also be adapted and mo\ad Firefox browser plug-ins.
As a Firefox extension, an ESPRIT tool would bedantly accessible from any other
web page (for example for dictionary look-up). Thetionary tools, lexicon interface
components and the concordancer could be adapteedsx extensions to provide a
wide range of plug-in resources for plurilingualardeing of Romance or other
languages.

3. Issues and challenges

When learning a third or any further language, lees automatically create links
between the properties of currently learned anéadly learned languages. The
plurilingual teaching and learning method, howevsrlargely unknown to learners
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(and teachers). The evaluation for ESPRIT also slothat adult learners varied
considerably in the number and type of languagasésl already and the degree of
fluency therein. Therefore the development of makerfor plurilingual teaching and
learning posed a number of issues and challengehwdiffer from second language
acquisition and the creation of monolingual langubsarning materials.

Foreign language teaching in secondary schoolsaanohiversities has been largely
unaffected by plurilingual research. Language sitglat both levels only occasionally
get the opportunity to learn similar languages #iameously in a plurilingual setting.
As a conseguence, it is challenging to identifgéaidearners and to conduct standard
institutionalised testing and evaluation of develdplurilingual materials.

The development of plurilingual materials in gehdras in many cases not been
directly connected to research in third languagpisttion. Additionally, the majority

of existing plurilingual materials tends to be ®thdescriptive than didactic.

Therefore, in my opinion, it would be beneficialr fluture research in plurilingual

teaching and learning to be more tightly linkeddeearch findings of third language
acquisition.
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Like stars in the firmament:
language learning on mobile devices

Agnes Kukulska-Hulme
The Open University, UK

1. Introduction

Mobile learning can be studied as one instancé®fongoing adoption of innovative
technologies in the field of education, particufakith a view to understanding learner
experience and the potential of the new technototpetransform current practices.
Educational uses of mobile technologies offer b @nd complex field of investigation
which allows me personally to combine my expertise-learning pedagogy with my
background in linguistics, language learning, dicdry design and terminology
studies (areas | was actively involved in during th980s/90s). I'm particularly
interested in how mobile devices are changing fpréanguage learning and how new
forms and motivations for language learning mighturn have an effect on attitudes
and approaches to multilingual knowledge seekinipbal communication and
knowledge representation on the web.

My research in mobile learning has been fairly wideging, encompassing studies of
how learners read course materials on mobile de\i@éaycott and Kukulska-Hulme
2003), surveys of learner-driven mobile innovat{ukulska-Hulme and Pettit 2006;
Pettit and Kukulska-Hulme 2007), critical reviewk evaluation in mobile learning
(Traxler and Kukulska-Hulme 2006), reflections ohatvhas been learnt with regard
to mobile device usability (Kukulska-Hulme 2007hdaissues of collaboration and
privacy in contextual learning (Kukulska-Hulmet al 2007). Together with my
colleague John Traxler | co-edited the first booknoobile learning to give a coherent
account of the field, incorporating a dozen intéoral case studies (Kukulska-Hulme
and Traxler 2005). My externally funded projectséalso led to the publication of a
guide to innovative e-learning with mobile techrgés, distributed widely within UK
higher and further education. | have tried to msdwese of how the field is evolving by
studying the possibilities of both formally-designand user-driven mobile learning
(Kukulska-Hulme, Traxler and Pettit 2007). | hasoaattempted to imagine how
mobile language learning will develop (Kukulska-ph@l 2006; Kukulska-Hulme
forthcoming).

Optimizing the role of language in Technology-ErdehLearning (2007): 29-31



30 A. KUKULSKA-HULME

2. Outline of the presentation

Mobile learning is a fast-moving field. It is becmm clearer that device ownership is
a factor in adoption, in the type of activity thearners are likely to engage in, and in
the integration of learning activities with othespacts of daily life. However, many
aspects of mobile learning remain under-explored;ekample, connections between
mobile and online activity have not yet been ingeded in any systematic way, and
neither have the implications for the ways thaglaage communication and textual
content are used or represented on mobile devixes.interesting observation is that
mobile learning projects and initiatives are likébyhave outcomes that had not been
anticipated by educators or providers of languaggning materialse.g. Gilgen
(2005) reports that “several new and unexpected asd results” (p.32) came about in
their mobile learning projects.

In my presentation, | will first share and discussvorking classification | have
developed of models of participation in mobile laage learning: Institutional
adoption model; Content delivery model; Proposead/i¢ model; Specified activity
model; Content sharing model; and User-generataditgomodel (Kukulska-Hulme,
forthcoming). I'd like to consider the implicatiohsr the types of conversations that
learners are able to have in these different modklmteraction and the extent to
which they are able to take part as initiatorsearhing activities or contributors of
language material. If we consider for a moment daath mobile user is interconnected
with others, to what extent are they able to beicedt as shining stars in a
metaphorical firmament (alluded to in the title rafy presentation)? What prospects
are there for mobile devices to give learners ngpodunities to observe how
language is used, request specific types of largsagport, or share their findings
and ideas with others?

3. Issues and challenges

Language captured and shared in contektobile devices are well known for
facilitating learning in context — bringing leargircloser to real life situations, either
spontaneously or in environments designed for thesds. Learners can gather
primary data on location, for example by captuiimgfances of language in use, or use
their device to capture and share reflections omguage problems and needs, the
moment they arise. What are the best ways of linlfilthis potential?

Fragmented conversationdobile interaction can result in a fragmented engnce,
especially when use of an online forum is also pathe learning design. We know
very little about the learning conversations thabbiie devices can, and cannot,
facilitate. Ethical and practical issues get in thay of analysing interactions; the
specific constraints around mobile learning aré@borly understood.

Usability: Often the first thing that people remark on, whbry consider mobile
learning, is the difficulty of reading from a smatireen on a mobile device, or how
hard it might be to construct appropriate short t@messages within the context of
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education. Some then begin to see these difficqulie opportunities or challenges —
perhaps shorter texts are better, and have edoahtialue, such as training students
to summarize their thoughts or getting teachetsetanore precise about instructions.
I'm interested in how issues of usability can acta positive way to instigate
reflections on educational goals and changingddies.
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Computer-mediated communication
for language learning

Marie-Noélle LAMY
The Open University, UK

1. Introduction

The field of activity captured by the phrase “congmumediated communication for
language learning” recently reached a critical massegards the number of teaching
projects and of published papers that have beeatel@vo it. Chun (2007) suggests
that ‘communication’ as used in the phrase ‘compassisted communication’
(CMC) receives the most coverage of all topic catieg in her overview of recent
research based on evidence from two major US jd&iroa technology-mediated
language learning, and also comes top of a lishitd’ tracked by one of the two
journals in her corpus.

Although caveats are needed due to exclusively tiSyed nature of these results,
similar trends are observed in other research mdiusignalling that CMC for
language learning (henceforth CMCL) as a fieldadanger immature and can be held
up to scrutiny. In a volume to be published in Nober 2007, Lamy and Hampel
offer such a scrutiny. The current presentatioregjig preview of their findings, and
outlines research directions suggested not onlhéygaps identified in their study but
also by the emergence of new questions raised rwitlkighbouring areas such as
multiliteracies research.

2. Outline of the presentation

In this section, | present a brief overview of ity in the practice and research of
CMCL. | start with the methodological relationshijps@t can be established between
CMCL and three related fields, which are: generiie. (non-language-oriented)
educational CMC, socio-personal CMC, and Computssigied Language Learning
or CALL. In the latter field, Warschauer (1995) @i¥ICL on the map by publishing
the first practitioner book on the topic. Accordittghim, the hopes of early adopters
of CMCL included giving learners the opportunity to

« communicate with native speakers and with eachr @itieer one-to-one or, more
innovatively, one-to-many and many-to-many;
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* plan their communication;
 revisit their work, owing to the permanent tracesdmavailable to them through
the technologies.
| assess whether these expectations been met, idedtify new questions that have
arisen along the way, through interrogating the EREducational Resources
Information Centre) database for the years 129P5. The results shows that
although Warschauer was right to predict a boonremote communication for
language teaching, the hopes of early adoptetse #isted them, were not all fulfilled.
Furthermore, a number of meta-studies publishedesithe mid-90s, as well as
Warschauer and Kern’s own (2000) review, have shthah the “simple question to
which everyone wants an answer ‘Does the use ofarktbased language teaching
lead to better language learning?’ [...] turns outb® not so simple”, and that the
CMCL community might do better to abandon the deaimr improvements in
language learning and instead “look to particybmactices of usencluding the
specifics of learner profiles, task types, procdsscription, discourse, interaction
patterns and formal outcomes” (Warschauer and K00: 2; original emphasis). By
reference to 7 meta-studies, | identify these jprestof use and | offer a ‘health check’
of the field, highlighting its achievements, but@the over-coverage of certain topics
(e.g. student participation patterns), the underecage of others (e.g. assessment) and
the recurring concerns expressed by meta-studyeutibout the quality of research
in the CMCL literature.

3. Issues and challenges

In this section of the presentation, | identifyetaitypes of challenge associated with CMCL.
The first one, the unsatisfactory functioning of firactice-research feedback loop, is
not specific to this field but can be seen withtigatarly sharpness in CMCL, perhaps
because of the spectacular expansion of the teddrelatively short time.

Major challenge number 2 is at the level of pedaggdgractice. | focus on tensions
that have not had much exposure in the CMCL rekel#rsrature so far. Of the two

broad groups of tools, text-based and voice-basettaments, | argue that both

suffer from insufficient attention to the machinedrated nature of the activity. Many
practitioners now agree that online language ctabsee specific socio-affective or
intercultural needs (as CMCL research has indeed Baowing) but teachers remain
vulnerable to learner disengagement through comfusind overload, because the
materiality of the environments is taken as a girather than being made an explicitly
part of the pedagogical considerations that infegathing design.

Major challenge number 3 is a theoretical and nuhagical one for researchers. It
relates the the multimodal nature of electronicirmmments and it concerns the choice
of theoretical and methodological frameworks fore tranalysis of learner
conversations, when such conversations may beedaotit via a range of interrelating
semiotic systems, some wired into the machine dhdrg freely deployed or created
by the learners, many of them of a non-linguisttune.
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Finally, I show how the nature of challenges 2 @goint to the importance of
multiliteracies research for the future of CMCL.
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Writing English as a second language:
A proofreading tool

Claudia Leacock
The Butler Hill Group

1. Introduction

This work combines Natural Language Processing (Nirfel Machine Learning (ML)
techniques for detecting and correcting grammaecedrs in the writing of English
Language Learners (ELL).

The Writing English as a Second Languageol being developed at Microsoft
Research (for which the presenter is a consulfant)ses on those areas of grammar
that pose special challenges for English languagenérs. This presentation focuses
on those problems that are hardest for ELLs — the of determiners and of
prepositions — although the system also identifgegund/infinitive confusion,
auxiliary verb presence and choice, over-reguldnzb inflection rited vs. wrotg
adjective/noun confusiorChina book vs. Chinese bgpkvord order errors, and mass
vs. count noun errorsnuch knowledge vs. many knowledges

2. Outline of presentation
| will describe the system’s major components:

1. TheSuggestion Provideconsists of Individuakrror identification moduleghat
identify potential errors. These modules are flexind can identify errors using
ML techniques rules, regular expressions or a coatlan of the three.

For the preposition and determiner correction meslud classifier is used that is
trained on edited native English. For each potemigertion point of a determiner
or preposition in that training data, a vector ehtlires is extracted from the
context.

2. TheLanguage Mod, which selects the most likely suggestion(s), i5-gram
model trained on the English gigaword corpus.

3. TheExample Provideretrieves relevant example sentences from the tovdizlp
the user select the most appropriate rewrite. iFimevative component generates
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an exact string query including a window of contexbund the suggested
correction. The query is issued to a search enginé,the retrieved sentences are
ranked and presented to the user.

For system accuracy, we will present two differavialuations: (1) Automatic
evaluation on copyedited native text — under tisai@ption that it contains no errors.
(2) Human evaluation of essays written by ChindslesE

3. Issues and challenges

Given the very high frequency with which preposisoand determiners occur in
English, the false flag rate must be very low idesrto be acceptable. While a native
speaker can easily identify and ignore a false, flagguage learners would have to
take time inspecting the example sentences to dewlch is correct — and even then
may get confused. The system currently uses haitedraeuristics to minimize false

flags — which is laborious and requires retuningheéme a model is retrained. The
system’s developers are investigating a learnetterato replace the handcrafted
heuristics.

Traditionally, grammar checkers give the writer &immultiple-choice test when

providing potential corrections. This is fine foative writers — but simply poses
another challenge for language learners. The ExarRpbvider is an innovative

method for enabling the user to make an informedsd®n. Initial response has been
positive but will require refinements based onrdmgults of extensive user testing.
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Second language acquisition theory and TELL

Fanny Meunier
Université Catholique de Louvain

1. Introduction

As a researcher in Second Language Acquisition fande specifically instructed
second language acquisition) and a teacher of &ingk a foreign language, my aim in
this presentation is twofold: first, stress the aripnce of the two ‘L’s in technology-
enhanced language learning; and secondly, addressohvergences and divergences
that exist between big issues in second languag@ston and TELL.

2. Outline of the presentation

The appeal of new technologies in language learhnagyundoubtedly played a role in
downgrading the focus on teaching/learning methmglek per se, be they technology-
enhanced or not. Wible (2005:2) even states thdswhassive resources are invested
in the development of information technology folearning, little concentrated effort

is devoted to bridging the gap between technologg aecond/foreign language

education. | will argue that an additional gapl sticreases the complexity of the

situation, i.e. the gap that exists between SLAomheand second/foreign language
education.

According to Wible again (2005:72), TELL would béhdrom a shift from what the

technology is capable of doing to what the leaanually needs. | will demonstrate in my
presentation that such a shift ideally requiregims into SLA theory.

The issues that will be dealt with include the pwesior negative influence that
technology may have in addressing some internaleat variables in SLA (L1
background, learners’ characteristics, learning lesty input, etc.), the
receptive/productive skills dichotomy, a number afognitive aspects (awareness,
saliency, elaboration, rehearsal, etc.) and typésenlback.

3. Issues and challenges

First, closer collaboration should be encouragedwden the technological,
acquisitional and methodological paradigms of laggu learning. Secondly, TELL
should consider what | call (see Meunier forthcaghirprincipled eclecticism in
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learning’ as one of its future challenges. LearmerS§ELL environments should have
access to observational, descriptive or explanaiptypns, together with opportunities
for immediate feedback. Third, learnability issydefined here as the input/output
efficiency of some method or approach) should bexamnore central in order to
validate the efficiency of TELL.
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Detecting syntactic interference

John Nerbonne
University of Groningen

Introduction

This presentation involves joint work with Wybo W&ena (Groningen) and Timo

Lauttamus (Oulu). It applies techniques from quative computational linguistics to

the problem of detecting frequent effects of filmhguage interference in second
language learning. We focus on production interiee in syntax.

Second language learners typically differ syntadliycfrom native speakers not only
in making outright errors, but also in overusingl aimmder-using some constructions —
all of which we subsume undeyTERFERENCE In approaching the phenomenon of
interference computationally, we were motivated hbdbd attempt to identify
interference effects more systematically, and atsattempt to quantify a level of
aggregate interference, a goal Weinreftés3: 63)found worthwhile, but which he
speculated to be unreachable:

No easy way of measuring or characterizing thd totpact of one language @mnother in
the speech of bilinguals has been, or probably lmandevised. The only possible
procedure is to describe the various forms of fatence and to tabulate their
frequency.

2. Outline

Following a suggestion by Aarts and Granger (199&), model the syntax of the
second-language learners of English via the pdrispeech (POS) they use and the
sequences in which the POS appear. The ideacsnpare the POS sequences used
by second-language learners to those used by mati@oncretely, we examine the
distribution of triplets of POS in a large corpusEmglish as used by adult Finnish
immigrants to Australia, and compare this distidutto that of their children, who
immigrated as children and speak English at a naetaive level. To assay the “total
impact” as Weinreich wished, we examine the diffieess between the two
distributions via a permutation test, which is iepkented in a Monte Carlo fashion.
To identify systematically the areas of differenwe, examine the frequent POS triples
that contribute most to the overall differencehia two distributions.
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3. Issues and challenges

Although we can assay “total impact” and also idgrdareas of syntactic differences
straightforwardly, there are several points at Whiaprovement would be useful and
interesting. First, the technique works at a Helel of aggregation. This is not a
serious problem in language contact study, whichinierested in exactly such
population effects, but it is a problem if one vasho analyse the work of individual
second-language learners. Second, and relateghowd wish to study the influence
of individual speakers on the approach, as San@®&7) has. Third, our approach
assumes that POS sequences represent syntax welth@ purpose of assaying
differences), an assumption which is justified bg €ndocentricity of syntax, but this
assumption could also be tested. Finally, we neethalyse more data sets involving
different languages since the Finnish effects ogligln may be a special case.

We are also interested in receptive interferenceb@ig et al. 2007), but will not have
the time to present that work here.
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Planning a smart phone system to support
self-directed L2 vocabulary learning

Richard Pemberton
University of Nottingham

1. Introduction

There are two major problems with vocabulary laagnihat almost every language
learner will be familiar with:

* learning enough frequent vocabulary to be able&odl and listen fluently;
* retaining the vocabulary that we have learned.

The first problem involves a considerable amounttiofe. To take English for
example, in order to be able to understand unsiiagliexts, you need to know some
3,000-4,000 of the most common English word famil{plation & Waring 1997;
Nation 2001). The figure is likely to be upwards ®000 word families if fluent
reading for pleasure is the aim.

Equally, if vocabulary is to be retained, the learneeds to spend a lot of time in
conscious processing or repeating of the targemsitéexplicit learning) and/or in
extensive language use (implicit learning). Thesdlems of time are of course even
worse for the busy adult learner living outside térget country.

One type of technology which has the potentialagestime on the go and to support
both implicit and explicit learning is the mobilagne. However, recent mobile phone
systems supporting vocabulary learning have tertddagse one medium only — e.g.
text messages (Pincas 2004; Song & Fox 2005), efifanrnton & Houser 2005) or
images (Joseph et al 2005) — and to have involesdyded rather than learner-located,
learner-generated and learner-shared materialaciities.

2. Outline of presentation

In this presentation | will first propose a smattope system that could use the
phone’s full capabilities (see e.g. Kukulska-Hul&&hield 2007: 20) to support self-
directed vocabulary learning.

I will then exemplify and discuss the desirabildf various potential features (both
‘existing’ and ‘to-be-created’), including:
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» the creation of subtitles for video recordings fllahkhair et al 2007);

* OCR scanning of camera shots of written text;

» the use of a personalisable wordlist/dictionaryhwvigsting functions;

« atesting ‘scheduler’ based on the principles afceg repetition and expanding
rehearsal (Ellis 1995);

» the use of a ‘producing’ dictionary with associatiunctions;

e geotagging;

« a simple advising system to provide guidance reabolary learning.

3. Issues and challenges
There are a number of issues to be clarified aadlestges to be met, including:

* How long will it take before more phone models pdevenough screen size for
subtitled videos?
* Would it be too expensive for Europe? Which co@stswould it be best to target?
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The dictionary of the future

Michael Rundell
Lexicography MasterClass Ltd and Macmillan Dictinea

1. Introduction

Donald Rumsfeld’s famous reflections on “what wewrnwe don’t know and what we
don’'t know we don’'t know” apply to most forms oftfwology, and certainly to any
attempt to predict what might happen in the woffldeference materials. This talk is
at the interface of language-learning, lexicogramyP, and delivery media, and will
outline some possible future directions for dicioas aimed at learners of English.

2. Outline of the presentation/demo

The monolingual learner’'s dictionary (MLD) followa model whose essential
characteristics were developed in the 1930s (byplpetke Harold Palmer and
Michael West) and found concrete form in A.S Horshyr-MLD, published in 1942.
This was later to morph into tl@xford Advanced Learner’s Dictiongrwhich is still
going strong after 60 years. There have been twochanges in the intervening
period:

= the arrival of corpora in the 1980s, which led teaj improvements in quality
as lexicographers got access to objective langdatge(Sinclair 1987);

» the growth of competition: Hornby’s dictionary htd field to itself till 1978,
but four other contenders have since entered #y &nd this has helped to
drive innovation (Rundell 1998).

Though content and accessibility of these dictimsanhas steadily improved, the basic
model hasn’t fundamentally altered. But like anlgavtkind of reference resource, the
MLD can't fail to be affected by the biggest chamjeall — the arrival of the Web.

I will look first at signs that the old model isdgiening to break down (for example,
the fact that electronic versions of MLDs have beguinclude content not present in
the print editions); then consider current chalEn@nd opportunities; and finally
suggest what the MLD might look like ten years froaw.
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3. Issues and challenges

Probably the most obvious point is that the MLD nmaylonger be quite ‘M’ or ‘D’.
The old binary choices in reference publishing (olimgual or bilingual, dictionary or
encyclopedia, advanced or intermediate) may nodorg relevant. Customization
and personalization are likely new directions, Ise turrent globally-marketed one-
size-fits-all package will probably be unpickedoffr the point of view oftontent
lexicographers and linguists have never been beléeed. The age of data-sparseness
is behind us, and we have fantastic language ressuat our disposal (corpora of
infinite size, and language-analysis software afe@asing power and sophistication:
e.g. Kilgarriff and Rundell 2002). Effective exgiation (in dictionaries) of learner
corpora has only just begun (Rundell and Grangéi2Gilquin, Granger and Paquot
forthcoming), and there is much more to be donéhanfront. Essentially, we can do
anything, and there are plenty of areas of theuagg that dictionaries do not yet
describe adequately.

The challenges include:

» matching content to users’ needs: one of the issersis that so much
reference material is available at no cost on tled \(Google, Wikipedia etc.),
so we have to be clear about what to focus on.chlaélenge is to work out how
to provide information which learners need, andalhseithernot available
elsewhereor not available in an easy-to-use form that takeswaat of
learners’ needs (and limitations);

» how reference data will be delivered: the currdatfprm for electronic
dictionaries is the CD-ROM, already an ageing tetbgy with obvious
limitations, so what (in addition to online accessyht replace it? A possible
scenario is to see our reference materials as@ semponents which
customers can mix and match according to their sideal example, a learner
from China doing a Masters in agriculture at aiBhituniversity could have
access to a ‘core’ ELT dictionary with the optidnGhinese translations,
academic-writing aids, and subject-specific terfogy. The resources thus
become less static, more dynamic;

» the hardest question: how to fund all this develept® Electronic versions of
MLDs have been around for 15 years or so, but mawve yet made any money
(and they cost a lot to develop). New revenue nwodeéd to emerge, and these
could include advertising. (The typical users of Bd_are an adman’s dream:
young, intelligent, aspirational etc.). To be dissed...
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Macmillan English Campus: A case study

Emma Shercliff
MacMillan English Campus

1. Introduction

Macmillan English Campus is an online practice smwnent designed for the
learning and teaching of English as a Foreign Laggu It was developed in
conjunction with one of the world’s leading langeaschools, Cultura Inglesa, Sao
Paolo, and is today being used by over 90,000 stadeoridwide.

Macmillan English Campus consists of two components

1. A flexible database of over 3,000 highly inténae language activities, developed
by Macmillan's leading ELT authors. These actigitieclude interactive language
exercises, listening tasks, pronunciation exercigesabulary exercises, progress
tests, exam preparation exercises, language gamésprojects and weekly news
items. All users also have access to an onlineiorersf the Macmillan English
Dictionary.

2. Sophisticated content management software, stpwmstitutions to manage their
users and chart our online resources to their awanses and course materials. The
Macmillan English Campus platform includes an emat mark book and
personalisation tools for each user.

The concept behind the Macmillan English Camputhas language learning can be
greatly enhanced by an effective combination oéfazface teaching and customized
online support materials. It is this blended leagnsolution that makes the Macmillan
English Campus unique. It ensures that our usengimt@® to receive face-to-face
tuition and contact with their teachers whilst ramra free to study online within a

controlled learning environment.

2. Outline of the presentation/demo

Macmillan English Campus, an online language |le@y®nvironment, is at the cutting
edge of TEL developments. It makes use of excitiegy web technologies to deliver
an innovative learning experience for both teaclaeis students. As such, it provides
an excellent example of the challenges encounteyegractitioners on a daily basis
when exploring new and more effective ways of awpiith language.
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This presentation will comprise a case study ofMlaemillan English Campus, which
was launched in 2003. | will outline the conceptibd the ‘blended learning’
pedagogy of the Macmillan English Campus and wi#rnt address the issues and
challenges we have faced over the past four yemth, specific reference to the
experience of language teachers wishing to integi@thnology-enhanced learning
into their teaching programmes for the first tirhevill outline the enhancements we
have incorporated into the Macmillan English Camigasning platform as a result of
user feedback and outline future developments we p&anned for 2008 and beyond.
In the light of our extensive experience developangne learning applications, | will
also highlight what we believe to be the limitagoof technology in a language
learning context.

I will give specific examples of TEL methods an@l®and demonstrate some of the
new functionality, such as teacher-to-student nggsgarecently incorporated into the
Macmillan English Campus.

The Macmillan English Campus has been adoptedriwyn@ber of teaching prestigious
institutions, schools and universities worldwidacluding the International House
World Organisation, the British Council and the IB&chools network. The
presentation will draw on Macmillan English Campug/idespread experience in the
field and is intended to focus on practice rathanttheory. Much of our publishing is
driven by user responses to our learning platfont we have therefore developed
sophisticated mechanisms for gathering and evalgidé¢iedback from users across five
continents.

By sharing the experiences of Macmillan English @as) | will offer a practical
insight into the challenges of developing materfalstechnology enhanced language
learning which | hope will stimulate comment andbale.

3. Issues and challenges
The issues and challenges faced at Macmillan En@lamnpus include the following:
Publishing

* How to publish for the web — inventing a new auithgitool

» Ensuring the English Campus is tailored to a schae&dching programmes and
pedagogic style to enable true ‘blended learning’

« Digital asset management

* The limitations of technologg.g.speech recognition tools

Commercial

* Investment: enormous cost of developing onlinefpiat

» Perception amongst certain customers that digitadyct should be free

* Initial assumption amongst certain customers thathers could author their
own material at lower cost
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» Decision making process slow: initial reluctance imgtitutions to embrace
online learning platform as adoption necessaripives a change in pedagogy
and teaching methodology

Training & Support

* Teacher training

« Lack of specific technical expertise within langadgarning organisations

* Creating an online community for Macmillan Engli€lampus users to share
examples of best practice (daily blog now availablat
www.macmillanenglishcampus.com/support)






The Base lexicale du francais (BLF)a free web-
based learning environment for French vocabulary

Serge Verlinde
Katholieke Universiteit Leuven

1. Introduction

This presentation deals with recent developmentwab-based electronic learner’s
dictionaries and their use in CALL (computer aggldanguage learning) applications.

My research interests are the lexicon and its straccorpus analysis and CALL. | am
coauthor of theDictionnaire d’apprentissage du francais des afégi{DAFA) and
have developed, together with Thierry Selva, tBase lexicale du francais
(www.kuleuven.be/ilt/blf), a free accessible leamienvironment (online dictionary
and exercises) for French vocabulary.

2. Outline of the presentation/demo

Today electronic dictionaries, and electronic pedgecal dictionaries in particular, are
much more than an electronic version of a papetiotiary. Combined with NLP
applications, they may be turned into a powerfuiglzage teaching/learning (and
research) tool.

The BLF is a free web-based learning environmentaofew generation, which
combines

-- a learner’s dictionary or lexical database (ichaire d’apprentissage du francgais
langue étrangere ou seconde — DAFLES);

-- a corpus of newspaper texts;

-- a CALL application (Alfalex);

-- direct access to other freely accessible lexesburces on the web.

The BLF was developed from scratch and it is based relational database.

Theoretically, and as far as the data-structuritgva, one should be able to launch
any query on a lexical database. These queriesd capply to the lexicon itself
(nomenclature, word combinations) as well as topitsperties €.g. grammatical
category for the nomenclature; lexical function flee word combinations), and even

Optimizing the role of language in Technology-ErtdehLearning (2007): 57-59



58 S.VERLINDE

to a series of characters contained in a cell efddtabase=(g.a query concerning all
definitions encompassing the noaction or all verbs used with a prepositional group
introduced by the prepositi@). In the BLF, we have tried to reach these goatkimw
the didactic perspective of teaching/learning Fneas a foreign language, as well as
exploit these resources for research purposes.

The corpus is used to provide both examples ofude of multiword units (word
combinations) and sentences for the exerciseseirCALL application (ALFALEX)
by using NLP-tools.

ALFALEX offers about ten different types of exercises relatindthhe words’ most
important features:

- formal features (morphology, verb conjugatior\esion);
- intrinsic features (gender);

- combinatorial features (use of prepositions afterbs, nouns and adjectives,
multiword units;

- lexical relations (synonymschémas actanciels words encountered in the same
communicative situatiore.g.how do we designate the act of killingséassingra
person un assassingtwhat do we call the person who killed anotheispar?un
assassin and the person who was killeldvictime;

- translation (decoding: French > Dutch, encodibgtch > French).

The exercises listed above are semi-automaticaiheated through direct use of the
information in the lexical database and the corffos the contextual exercises).
Directional and constructive feedback is providegd:means of hyperlinks, the user
can access the lexicographical description, wrschvailable for almost every item in
the exercises. Twice a year, ALFALEX also autonalyc generates a qualitative
report for every user of the environment.

Unfortunately, non-commercial dictionaries suchtes DAFLES only cover a part of
the lexicon. Therefore, if a user submits a wordicWwhis not listed, he will be
redirected to other lexical resources availablettaninternet. He also has access to
other free web resources.§.corpora, semantic networks) for French.

3. Issues and challenges

-- How do learners use electronic dictionaries gnedmost recent resources available
on the web? How can the dictionary be tailoredders' real needs? Tracking and
logging the real use of (web-based) electronidahetries is certainly the first step
of discovering this.

-- Learners still have problems using the dictigrfar decoding purposes (length and
structure of the entries, incomplete lexical dggmn, identification of multiword
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units, ...). Could NLP applications (e. g. the useaoparser), combined with a
dictionary/lexical database, be helpful?

-- Encoding is even more complicated. How can weslig a real writing assistant?
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Linguistic anomaly

Carl Vogel
Trinity College Dublin

1. Introduction

My work in computational linguistics is influencéxy the course of my education: a
liberal arts undergraduate degree in computingrditire, philosophy and psychology;
an MSc by research in artificial intelligence fosed on inheritance reasoning for
constraint based syntax; a PhD in cognitive sciemcmodels of default reasoning and
their relation to human reasoning.

2. Outline of the presentation/demo

The direction of research is attuned to cogniticiersce paradigms, within the field of

computational linguistics. Thus, | am interestedarmal language theory from the

perspective of, for example, theoretical learngbitesults more than the impact on
engineering artifacts, although | am also inteiste those. The Irish language
spelling checker licensed by the most ubiquitouswsse company is an example.
From my perspective, the practical value was irviging support for daily use of the

Irish language in working settings taken for grdnter immediate linguistic support

and feedback by speakers of the world’s major laggs, and the theoretical interest
was in devising both a space-efficient data stmec{think of it as an optimized two

pointed trie — something like a rugby ball morentlzatrie) for a large wordlist, and a
time-efficient method of populating it.

This has turned into a focus on linguistic anom#&lpwever, the cognitive science
background entails empirical and theoretical irggn@ general.

While | have done work in descriptive syntax withitead-Driven Phrase Structure
Grammar (HPSG), particularly on quirky case, | haso worked on parsing for
HPSG and formal foundations of HPSG attending &féature logic. In particular, |
am interested in paraconsistent feature logic foreesion of HPSG that affords
description of degrees of grammaticality. In thagitext, the related work with and by
Jennifer Foster has been useful.

With respect to semantics, like many, | have adsi@sinderspecification — compact
representations of ambiguity that model the motlestan overload that comes with
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ambiguous language, yet the impressive facility &ansnhave for reasoning with only
partial resolution of ambiguity. However, | havysaconsidered “overspecification”
the process by which accepted linguistic expressitave their senses extended to
new meanings and the constraints that exist batbrétically, and in human behavior,
with respect to sense extension. This is intinydieked to metaphoricity.

| have also studied study of logics of human resmpmwith defaults, chains of
statements that express regularities confrontedh wiceptions. Here there are
concerns with the formal properties of the logiseniselves, and with the degree to
which they serve as adequate models of human reaislorgeneralizations that have
exceptions.

Thus, my interests in linguistic anomaly span frorthographical well-formedness,

through appropriateness of lexical meaning, foreyaltactic description and degrees
of grammaticality, to semantic well-formedness ars#nse extension for

representations, and reasoning with incompletermswhsistent information.

Currently, my funded research is in techniques text classification, looking
particularly at linguistic change over time, towsektablishing milestones of normal
language development and decline, particularly esking the Iris Murdoch corpus as
a source of data that may reveal features thaelederwith progression of Alzheimer’s
disease.

The uniting theme in all of these sorts of lingwisthomaly that | study is the tension
between linguistic convention and linguistic creiyt ill-formedness versus
creativity.

3. Issues and challenges

The practical challenge for work on semantics aabsoning is in advancing beyond
spelling checkers and text entailment contesteiastic checkers, tools that can be
used to improve drafting of legislation and suppannan decision making.

The main empirical challences are those shared wychologists and
psycholinguistics generally, in defining experingetitat meaningfully test theoretical
claims.

Large empirical challenges are also associated eaithus linguistics: the longitudinal
analysis of language change and corelations betwel@stones of language change
and life events depends on a kind of corpus catledhat simply does not adequately
exist at the present.
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Evolving approaches to web-supported
language learning:
From platforms to platform-independent tools

David Wible
National Central University

1. Introduction

The task of designing systems and tools that sap@oeguage learning on the Web is
changing due to evolving demands on such techredofyom various sources. The
design of Learning Activity Management Systems (L8Mdedicated to language
learning, for example, is facing a countervailingnd toward the use of all-purpose
platforms such as Blackboard and Moodle. Paraiids toward the consolidation of
systems and content creation include standardsifispgion movements such as
SCORM. This overall convergence of content starglamdd a few all-purpose
platforms does not represent an unqualified pasibenefit for language pedagogy.
The advantages are limited by the unique natutar@fuage learning among learning
domains and by the growing availability of digifahguage tools that ignore both
SCORM conformity and portability into larger plathes. Finally, the communicative
turn in language pedagogy highlights the needridividualized learning experiences
suited to each learner's communicative needs anrests. This sort of
individualization is traditionally the forte of IT@ntelligent Tutoring Systems), yet
few of these focus on language learning; thosedbadre stand-alone systems having
virtually no interoperability with other platformsthey treat narrowly-defined
dimensions of language learning; and they do nt&rekor scale up easily or at all.

In this talk, | describe some ongoing work by cearh in Taiwan that addresses these
current challenges in the design of Web-suppodaduage learning technologies.

2. Outline of the presentation/demo

The first part of the presentation sketches a @¢gliclanguage learning platform that
has been created and implemented in Taiwan overabe8 years. IWILL is the most
widely used language learning platform in TaiwattptWwww.iwillnow.org). Since
2000, it has been used by more than 190 schodlsiiman, over 600 teachers, more
than 20,000 students. As an online environmenfprdvides authoring tools for
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interactive, multimedia web-based language aadisitand lessons. It tracks and
profiles learner activity and teacher feedback, automatically stores learners’
writing in a dynamic learner corpus (over 3 milliarords indexed with over 70,000
tokens of teacher feedback).

The second part of the presentation describes entremmllaboration between the
IWILL design team in Taiwan and City University dlong Kong aimed at
modularizing the writing components of IWILL, crew building blocks or modules
from IWILL's unique language teaching and learnihgictions so they can be
imported into City University's Blackboard platform

Part three describes a further step in this diffiusaway from a dedicated language
learning platform toward flexible, modular toolshi§ step involves browser-based
language learning tools which are completely platfondependent and accompany
learners on their unrestricted navigation of thebWe€hese ubiquitous tools detect
linguistic features in real time on the web padest the user freely browses and
discretely offers these for the selective attentadnthe learner. This approach is
illustrated with a tool designed by our team inWan that focuses on collocations,
called Collocator.

3. Issues and challenges

The main issue in this research is how to creatent@ogies that have high portability
and integrate well in existing Web environmentse Thost portable of these novel
technologies face the additional challenge of besguired to perform in real time

under noisy, unscripted conditions on the Web. €helsallenges result from our

approach, which contrasts with more widely knowandtalone language tools that do
not integrate well within existing Web environmentsthat rely on prescribed content
or fragile and baroque learner models that do caleswell.
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The SACODEYL project — Corpus exploitation
for language learning purposes

Johannes Widmann
University of Tidbingen

1. Introduction

SACODEYL is situated in the field of computer-agsislanguage learning with the
help of recent developments in corpus research.

SACODEYL is a project within the SOCRATES-MINERVAiIiiative whose main
aim is to develop an ICT-based system for the &skigompilation and open
distribution of European teen talk. This schemeoemgasses two groups: group 1,
youngsters between 13 and 15 and, group 2, thasedbe 16 and 18.

The main aim of the project is for young Europetnase corpora for the learning of
languages. The pedagogical rationale of the progsts upon notions of autonomous
learning and meaningful interaction. SACODEYL usetd come into close contact
with the realvoicesof peer young Europeans from other countries,r tfe®lings,
opinions and speech, without the mediation, otreewiatural and necessary, of third
parties such as publishing houses. These peer groigps will make it easier for
young people to identify with the language anddbetents being taught.

The SACODEYL project aims inter alia at developagedagogically-driven search
tool for querying corpora in such a way that allolaeguage teachers to access
corpora from their teaching perspectives and egpeds. The basis of the corpus
annotation will be the SACODEYL annotation and emgenrichment scheme that
will be used with the raw transcripts.

2. Outline of the presentation/demo

First, | would like to show the design of our arat@in tool and the rationale that has
been guiding its development. The novel and mopbmant aspect of this annotation
tool as opposed to existing tools is the fact thas based solely on pedagogical
criteria.

On the one hand, this includes traditional gramoaatiand lexical annotation
categories that are based on pedagogical gram@arshe other hand, this includes
newer categories, such as communicative functiafsrences to various CEF scales,
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information on typical spoken language propertiagd information on texture
properties. Teachers will be able to modify theposrannotation and thus they can
include their own information in any way they wisfhe important thing is that they
won't need any advanced computational knowledge. dimotator produces standard
TEl-conform XML files without the user having to éw about XML. During the
demo session, we will look at a beta version ofahaotation tool and also at some
annotated interviews that have been produced iprbject.

Second, we will be able to look at a prototypehaf search tool which can be used to
retrieve the data and the annotation of the corpidnes online tool will be available to
all interested parties free of charge. The toolvpules for different viewing
perspectives of the corpus. In contrast to mangtie query tools, it provides not
only a concordance-based viewing perspective bsb @ section-based viewing
perspective where different search options can ibaved in contrast, such as co-
occurrences of words and annotated categoriesnitiiiei same section.

To our knowledge, this is one of the first projeatshere corpus linguistic
methodologies have systematically been matched petegogic criteria and where
pedagogic criteria have been essential in the desigthe software. The project
explicitly takes into account teachers’ needs am@gectives and it aims at offering a
low threshold for those teachers who are not veughracquainted with ICT. All the
tools are menu-driven. The search tool is an onfpeprogram requiring no previous
installations.

3. Issues and challenges

Given the feedback that we have received so fase@ms as if the SACODEYL
project is filling a gap with its approach that hast yet been adequately addressed.
We have had quite a number of teaching sites respgmositively to our design.

Some of the challenges that lie ahead can be phasdollows: So far, very little
computational intelligence has been included in dbtware of the project. All the
annotation has to be done by hand. On the one hhigdjs positive as it is less
daunting for the teachers to start off with corpased teaching. On the other hand,
the project does not yet take advantage of sontleeopossibilities that computational
linguistics seems to offer. This remains a chaketitat asks for closer cooperation
between pedagogically-interested linguists andrteldyy-interested linguists.

Furthermore, the design of the web-based manageamehintegration of the corpora
is also an issue that needs more attention. We thesigned an integrated system, but
due to a lack of resources it has not yet beenlgeds fully implement the system.
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