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Executive Summary 

This report was prepared as one component of an OTA project 
entitled " m n a l  Technologv: An Assessment of Practice and 
Potential," requested by the U.S. House Committee on Education and 
Labor. The objectives of our particular project were: (1) synthesize 

current activities and directions of research in education science 
(the cognitive, social and instructional sciences), and (2) 
characterize how opportunities brought about by theoretical 
advances in education science and developments in multimedia, 
interactive, information processing technologies can be brought 

profitably and effectively to bear on American education. 

There is an ever widening gap between the school and rest of 

society: what students do in school makes less and less contact with 
what is required of them to function as productive citizens in a 
participatory democracy. The key to bridging that gap lies in 
revitalizing the educational process. A cornerstone in that effort 

can be education science. In particular, research in the cognitive, 
social, instructional, and computational sciences has brought about 
a fundamental change in our thinking about learning and teaching. In 
particular, there has been a paradigm shift from viewing education 
from a curriculum/subject matter perspective to viewing education 
from a learner and teacher perspective. Rather than students having 

to adapt to a given curriculum, we can now draw on our fine-grained 
theories of how students actually go about learning to adapt the 
curriculum to the student. Moreover, advances in information 
processing technologies enable these new insights into learning and 
teaching to be embodied in qualitatively different sorts of 
educational products: computer-based microworlds, where, through 
the medium of hig h-quality, color graphic' simulations, students can 
explore the inner workings of the living cell, or design and test mini 
mechanical robots; intelligent tutoring systems, capable of 
providing true one-on-one instruction in subjects such as geometry 
and algebra. 
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We present a framework, consisting of the following categories, 
for organizing the R&D directions considered most promising by 
experts in the field: (1) changing what students do; (2) changing how 
we track learning; (3) changing what's taught; (4) changing what 
teachers do; and (5) changing the schooling environment. In each 
category, we first discuss the theoretical justification that 
supports the changed view. Then, we identify specific technological 
innovations embodying the theoretical principles that create 
promising new learning and teaching environments. 

Our analyses suggest that there are many reasons why it has been 
difficult to transfer advances in the scientific understanding about 
educational processes and the prototype technologies influenced by 
them to educational practice. Several major reasons for these 
difficulties have been: funding primarily from military or business 
contracts that has focused efforts on relatively narrow, training 
issues; unstable and insufficient funding resources in fundamental 
education science at the precollege level; inadequate coordination of 
R&D efforts with the teaching profession and other educational 
organizations, as well as commercial technology developers and 
professional publishers. 

A range of mechanisms are needed in order to bring about the 
major changes that are envisioned for education through education 
science and the innovative use of technology. We outline three 
options for a Federal role in supporting the development and 
nurturing of such mechanisms: from a significant increase in 
support, to a modest increase, to no increase. Moreover, we assess 
these three options with respect to their potential for developing 
mechanisms that can achieve goals such as: providing a base for the 
development and exploration of new ideas and technologies in 
education science, developing a community infrastructure, providing 
for the integration of classroom teachers into all phases of the 
research and development process, and providing links to the 
commercial sector in order to effectively produce and disseminate 
quality technological products. 
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A cornerstone of the first two options is our call for Centers of 
Interactive Technology and Education (CITES). A ClTE is an 
interdisciplinary, educational science and technology research and 
development center, that will also serve to coordinate significant 
activities in graduate, professional, and educator training, and 
educational technology product development. CITES would operate 
with core federal support, with significant contributions from 
corporate, foundations, state and local institutional sponsors. The 
cost of 1 ClTE for a year will be about $10 million. Fully a third of 
this will go for "in practice" activities: supporting an associated 
school, supporting teacher education, etc. The types of ClTE 
activities proposed, as well as staff levels and composition, reflect 
theory-practice integration by design, as well as the belief that 
education science and technology is fundamentally an engineering 
and not a pure science. 

The magnitude of the problems facing us in education is large. In 
order to make an effective dent, we need to commit ourselves to a 
substantial program of research and development. Education science 
coupled with innovative uses of technology has an unparalleled 
potential for meeting the challenges. With sufficient Federal 
support, that potential can be actualized. 

Pea & Soloway 



Preface 

This study stands on the shoulders of many others. We are 
especially grateful for the ideas and insights provided by our 
colleagues listed below, who responded to our interview guideline 
and related queries under severe time constraints, either through 
face-to-face conversations, electronic mail, telephone, or writing. 
Their contributions to the report are innumerable, and they provided 
a depth to our analyses that would have not been possible without 
their help. In most cases, they also greatly aided us by providing 
references to recent reports of research and development projects: 

Alfred Bork, University of California, lrvine 
Barbara Bowen, Apple Computer, Inc. 
John Bransford, Vanderbilt University 
John Seeley Brown, Xerox Palo Alto Research Center 
Jerome Bruner, New School for Social Research 
Victor Bunderson, Educational Testing Service 
Richard Burton, Xerox Palo Alto Research Center 
Susan Carey, MIT and Harvard University Educational Technology 
Center 
John Carroll, IBM Watson Research Laboratories 
William Clancey, Stanford University 
Allan Collins, Bolt Beranek and Newman 
Suzanne Damarin, Ohio State University 
Andrea DiSessa, University of California, Berkeley 
Marshall Farr, Consultant in Cognitive and Instructional Sciences 
Dexter Fletcher, Institute for Defense Analysis 
Robert Glaser, University of Pittsburgh 
James Greeno, Stanford University 
Mitch Kapor, Lotus Corporation 
Alan Kay, Apple Computer, Inc. 
Midian Kurland, Bank Street Media Group 
Jill Larkin, Carnegie-Mellon University 
Alan Lesgold, University of Pittsburgh 
James Levin, University of Illinois, Urbana-Champaign 
Norman Meyrowitz, Brown University 
Alan Newell, Carnegie-Mellon University 
Raymond Nickerson, Bolt Beranek and Newman 
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Ernest Rothkopf, Teachers College, Columbia University 
Roger Schank, Yale University 
Judah Schwartz, Harvard University Educational Technology 
Center and MIT 
Karen Sheingold, Bank Street College of Education 
Kurt VanLehn, Carnegie-Mellon University 
Nichole Yankelovich, Brown University 

We wish to also acknowledge the help of many other individuals 
who provided related documents and information for our project: 
Susan Chipman, Office of Naval Research; John Cole, Library of 
Congress, Center for The Book; Robert Cavalier and Kenneth Friend, 
Interuniversity Consortium for Educational Computing, Carnegie- 
Mellon University; Lawrence Frase, Bell Laboratories; Sarah Kiesler, 
Carnegie-Mellon University; Marcia Linn, University of California, 
Berkeley; Arthur Melmed, New York University; Joseph Psotka, Army 
Research Institute; Senta Raizen, National Research Council of the 
National Academy of Sciences, and Richard Ruopp, Bank Street 
College of Education. 

A number of others that we contacted were out-of-touch during 
the period when were preparing our report, or were otherwise unable 
to respond to our inquiries on such short notice. In the case of all 
those individuals listed below, we therefore read recent summary or 
empirical reports from their laboratories or projects, and 
incorporated references to their work and viewpoints insofar as 
possible in the report. We wish to acknowledge these individuals in 
that capacity: Ann Brown, University of Illinois, Urbana-Champaign; 
John R. Anderson, Carnegie-Mellon University; Michael Cole, 
University of California, San Diego; Wallace Feurzeig, Bolt Beranek 
& Newman; Thomas Landauer, Bell Communications Research; 
Nicholas Negroponte, MIT; Donald Norman, University of California, 
San Diego; Seymour Papert, MIT; Robert Sternberg, Yale University; 
Albert Stevens, Bolt Beranek & Newman; and Patrick Suppes, 
Stanford University. 
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In our report we have aimed to synthesize these various 
discussions, correspondences, and readings- in terms of a novel 
framework we developed for purposes of this report to characterize 
advances in the field of education science and technology, and in our 
substantive and policy analyses of corresponding directions and 
institutional arrangements for promoting significant R&D. We have 
also built wherever possible on the details and conclusions from 
previous major reports over the past five years (25, 50, 112, 113, 
120, 121). Our questions to our respondents (see Appendix A) 
elicited specific points enabling us to flesh out this conceptual 
framework with concrete details of current project directions and 
experts' judgements concerning priorities for the field. As we 
expected, given that the guideline was developed to cover a broad 
range of topics for a diverse range of experts, not all experts 
provided responses to all questions, choosing quite reasonably to 
focus on topics for which they considered themselves specialists. It 
is important to note that what we provide in this document is thus a 
qualitative synthesis of these responses; the interview guideline 
was not designed as a quantitative research instrument. 

There was a buzz of excitement among our respondents, and a 
widespread sense of the recent birth of an intellectual 
infrastructure for a new community. We found this vitality 
inspiring, and hope that our report captures some of that enthusiasm 
and energy. 

Pea & Soloway 



1. Introduction: Bridging the Gaps 

There are ever-widening gaps between schools and society. Our 
report highlights three such gaps. These gaps are detrimental not 
only for the economy of our nation, but for future prospects of 
enlightened citizens as the foundation and beneficiaries of a 
participatory democracy. In particular, there are substantial gaps 
between the knowledge students are capable of using after formal 
schooling and the knowledge they need to participate effectively as 
productive citizens in a democracy; and between the tools for 
learning and problem-solving utilized in society and those involved 
in the nation's educational activities. The final gap--whose 
narrowing with technologies holds promise for narrowing the other 
gaps--is between research knowledge of learning as a cognitive, 
socially situated process, and educational practices primarily 
dependent on "transmittingn information or procedural skills for 
manipulating symbols. 

Widespread attention has been devoted to documenting the ills of 
present American education. This state is described in several dozen 
reports from book-length reports and special commissions appointed 
by governmental, business, and research agencies (6, 17, 34, 50, 77, 
79, 93, IOOa, 115, 129a, 148c, 153, 173, 174). We know that 
illiteracy is widespread, that education in mathematics, science, 
and technology is not sufficient, that understanding of culture, 
humanities, social affairs, and history is  impoverished. 
Participation in science and mathematics education is decreasing, 
yet it is key to the nation's technological vitality in an increasingly 
competitive world economy (57, 64, 86, 116, 120, 131, 131a, 180, 
187), and particularly underrepresented by women and minorities 
( la,  43, 50, 120, 178). Employers find too few high-school and even 
college graduates prepared in the basic educational competencies 
needed to function effectively in organizations (1 27a, 144a, 185b). 
These are not just vocational concerns, but issues of deep 
educational significance and effective development of human 
resources. 
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I h e  knowledae a=. The problem of students' knowledge 
util ization, also described as "transfer," is a serious 
underachievement of much present education. Research and findings 
from the National Assessment of Educational Progress and other 
sources indicate that students have difficulties in reasoning and 
problem-solving where they must put what has been learned in 
school to use in writing, scientific and mathematical reasoning, 
critical thinking about complex issues facing society, and other real 
activities (36, 77, 130, 153). Proposals to orient teaching and 
learning so that it is "situated" in contexts of application rather 
than as isolated general skill-training or fact-memorization may 
help ameliorate this condition (95, 1 27a, 147, 185a). And schools as 
yet have placed far too little emphasis on the inquiry skills required 
to make effective use of vast information databases, much less the 
knowledge integration and communication skills needed to make use 
of the information acquired through such search (15, 49, 86, 145). 

h T e technoloav aao. As this report will document, very rapid 
changes are taking place in the mass market computer-based 
technologies used to support learning, problem-solving, and 
entertainment activities in society, both in the workplace and in 
homes. Market trends and projections, as well as research, suggest 
that the gap has widened and will, given today's directions, continue 
to widen between societal and school-based educational uses of 
technologies (1 1, 64, 65, 116a, 186). This is qot important strictly 
because of the prevalence of technologies in society, but because the 
ones that are in use are commonly empowering humans in helping 
them to better reason, learn, communicate, and collaborate (1 36, 
138). And students are largely not getting access to these 
advantages. Optimistic popular reports citing statistics on the 
growing numbers of computers in schools are deceptive, since they 
include substantial quantities of primitive equipment with only 
marginal educational uses--typically for "computer literacy" or 
low-level computer programming with no future application. 
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The research--on a=. Although a broad consensus has 
emerged about needed changes in educational practices from the 
cognitive, social, and instructional sciences-what we henceforth 
call in shorthand "the education sciencesa--there have been few 
changes that have taken place in the state of the nation's education 
as a result. While the research-practice link has always been 
problematic, these research communities have begun to engage in a 
new paradigm of work, involving educational practitioners and real 
educational settings in research and development activities, that 
holds great promise for narrowing this traditional gap (26, 50, 58, 
65a, 82, 116, 11 6a, 128, 162). 

Possible relations between the knowledge and technolo-. As 
we will show, concerted federal efforts are required to "yoke" 
societal uses of technology that are human-centered to educational 
uses of technology. This process, designed so as to narrow both the 
knowledge and the technology gaps, should be guided by the best 
research the cognitive, social, and instructional sciences has to 
offer for how processes of learning for understanding take place, 
and for how people are better enabled to realize their creative and 
productive potentials, and to lead fulfilling lives. 

1.1. Roles for Research and Development for Bettering 
Education Through Technologies 

Research in the cognitive, social, and instructional sciences, and 
the accompanying use of theory-guided educational technologies, 
could do much to narrow these gaps. 

The strategy to be pursued should whenever possible involve the 
application of such sciences to the design, development, and use of 
technologies in education that are human-centered, not technology- 
centered (136). The reason for these provisions is that there is no 
reason to believe that the uses of technology per se will improve 
education. As artefacts, computers neither teach nor intrinsically 
carry good, but serve as implements of imagination (or its absence). 
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Indeed, technology as often as not can cause as many problems as it 
solves (5). And although we believe there are important reasons for 
keeping pace with technology developments in society, it would be 
foolhardy to make education technology "driven," rather than 
critically responsive to educational potentials of new technologies. 
As in the case of computers in complex organizations (101), many 
planful, purposive, and effortful acts beyond the technology--how it 
is designed, thought about, used, supported, how it is integrated 
with other activities and tools of teaching and learning--are 
integral to its effectiveness as catalyst of human development and 
educational attainments (26, 42, 50, 70, 148). Where research- 
guidance from these human sciences can be expected to make a 
positive difference in the educational tools provided and used, it 
should be exploited. And as we shall see, various incentive 
structures could improve the utilization of research and 
development results for technologies in educational settings. 

It is essential to keep examining whether computer technologies 
can, as many theorists and researchers conjecture, dramatically 
improve the processes of teaching and learning (16, 19, 20, 24, 26, 
28, 42, 51, 52, 110, 144, 145, 166). Several indications support this 
belief, even though the features and uses of many educational 
technologies fall seriously short of what will be required for such 
changes to occur. Many of the advances in understanding the nature 
of thinking and learning in the cognitive sciences have been 
dependent upon the use of the computer as a device for explicitly 
modelling or revealing mental processes (25, 66, 73, 81, 84). The 
methods and tools emerging from this research, now exploited 
commercially in artificial intelligence and in cognitive tools, can be 
brought to serve the processes of education. The symbol storage and 
manipulation capabilities of computers used in this research have 
also served society in allowing for the creation of powerful 
cognitive tools, such as writing systems, graphics and animation 
programs, relational databases, project planning and management 
tools, and expert systems (13, 95a, 136). Many of these tools act as 
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imagination and intelligence "extenders," serving to make new kinds 
of reasoning, prediction, understanding, cooperation, and creative 
expression possible (119, 136, 138, 139, 146, 148, 181, 190, 202). 
The ability to provide mind-like artefacts in educational processes 
such as intelligent tutors, intelligent help for learning to use tools, 
and "interactive" books may also prove important. 

1.2. The Complexities of Education Require Scientific 
Understanding to Guide Practice 

We are in a new era of science on processes of education. Those 
who examine the science of learning and the detailed practices of 
effective instruction have come to appreciate the much, much 
greater ~omplexitv of education than heretofore recognized (e.g., 
116, 120). The society at large must come to appreciate the 
extraordinary complexity of what we ask people to master in 
education. Otherwise, patchwork solutions like "longer school days," 
without more fundamental analyses of cognitive, social, and 
instructional aspects of learning, will continue to be proposed and 
implemented with marginal effects. 

To effectively guide the practices of education, the development 
of educational technologies including curricula and computer tools, 
and the education of teachers for promoting student learning, we 
need a deep scientific understanding of how minds in society learn. 

The research community commonly compares our scientific 
understanding of mind in education today to our understanding of 
body and medicine in the early 1800's. Folk theories of medicine 
predominated then, and folk practices in education largely 
predominate today. Just as the everyday citizen feels expert in 
judging what is wrong with education, and how to do it better, so 
the everyday citizen felt expert in the 1800's in diagnosing and 
treating the body's ills. Everyone had elixirs and cures. The everyday 
citizen was wrong then, and except for some areas of learning that 
can be informally acquired outside formal schooling, that citizen is 
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largely wrong about education today. What transformed medical 
practice was medical science, requiring the best minds in highly- 
focused empirical attacks on the nature of disease and biological 
systems, and use of the most advanced technologies available, tuned 
specifically to the problems' dimensions. 

Understanding the workings of mind in learning in society is one 
of the major frontiers of science. Until the complexities of 
education are better appreciated, we cannot expect popular 
enthusiasm about research and development for educational 
technologies. We cannot expect substantive funding at the high 
levels required to achieve a sufficient scientific understanding of 
how the mind works in education, or to attract the best minds to 
improving education (120). Instead, we may see continuation of past 
funding efforts, perceived by the education science community as 
largely sporadic, short-term, and isolated in nature. This problem is 
further borne out by the astonishing fact that federal support for 
research in education has expenditures of one-tenth of one percent 
of the education budget, in contrast to 20 times that figure for the 
health budget, and 150 times that figure for the defense budget 
(1 16). Education will go on suffering with such inattention. Yet we 
cannot continue to practice folk medicine with student's minds. 

1.3. Computers are Different Than Any Previous Educational 
Invention 

We all know about the information revolution, and the computer's 
role as a "once in a century" innovation (172a). It has served to 
kindle fundamental rethinking of the nature of education, for three 
major reasons. First and foremost it has provided the microscope for 
new conceptions of mind--how it works in reasoning and learning. 
Secondly, since it is a "metamedium" for information creation, 
storage, transformation, and communication, it has become a 
universal multimedia instrument for education. And thirdly, in the 
prosthetic powers it provides for scaffolding mental activities and 
managing information complexity, it has opened doors on human 
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potential and possibilities that have fired the imaginations of 
educators around the world. 

These are great reasons for hope. But they come with great costs 
of realization, since they make clear that we are no longer in a 
period of education "business as usual," but a new technological era. 
What have we come to see about education, in part through the 
arrival of information technologies? What kinds of insights and new 
levers might the humane use of computers offer? 

Computers have within a short decade of use in mass society 
placed in great relief the plights of education. Of course there have 
been other contributions to these recognitions. But through their use 
as simulation tools for constructing cognitive science theories of 
mind, we have begun to see, in a manner not at all apparent in the 
neo-behaviorist theories of learning in decades past, how poorly 
education achieves the aims of sound reasoning in its rich varieties, 
of adequate comprehension and communication of ideas and images, 
of invention and creativity, of lifelong learning and a fulfilling 
existence. 
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2. Cognitive, Social, and Instructional Aspects of the 
Education Sciences 

We will focus here on the changes that have taken shape in the 
scientific understanding of education, and the repercussion they 
have for every facet of its conception and practices. While frontier 
studies in this field debate the particular details of how knowledge 
is mentally represented, and the processes and mechanisms involved 
in conceptual change and acquisition of problem-solving strategies, 
it is nonetheless generally agreed that the consensus directions 
highlight the necessity of substantial reforms in educational 
practices and in the very idea of "education." We will characterize 
changes in consensus views on: 

-- The nature of the learner 

-- The nature of "understanding" 

-- What materials are needed for learning 

-- What pedagogical tasks and strategies are effective and why 

-- Roles of the social context in learning with technologies 

2.1. View of the Nature of the Learner 

A new consensus view of the learner, incongruent with most 
present-day practices, characterizes present research in the 
education sciences. Research concludes that the dominant 
transmission view of knowledge is deeply misguided (reviewed in 
23, 80, 102). According to this view, the major pedagogical activity 
is to provide well-structured presentations of material to be 
learned, primarily through lecture, demonstration, and recitation 
(124). Instead, we now see that new learning is constructed i n  
terms of prior knowledge by an active learner in a social context, 
that knowledge is best acquired in functional contexts with 
similarities to situations for future knowledge transfer, and that 
learners need to learn strategies and methods for autonomous 
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"repair" of understanding when applications of prior knowledge to a 
novel situation fails. 

The new view of the learner, influenced by the work of Piaget 
(148b), Ausubel (7), Bruner (26a) and others in the 1960's and 1970's 
(38, 80,184), sees the development of intelligence generally, and of 
subject-matter understanding in education in particular, as actively 
constructed by the individual (e.g., 152). New knowledge is acquired 
in relation to previous knowledge, building upon intuitive, informal 
experiences. Such "experiential knowledgen must be reckoned with in 
education. Much recent research involves "diagnosing" the 
understandings, preconceptions, and interests that learners bring to 
formal instruction, so that instruction may bridge experiential and 
formal, school-based learning. Such bridging is important because 
severe limits arise in the kinds of problems these informal 
reasoning methods can solve. Analyses of preconceptions have been 
particularly revealing for topics in science (32, 33, 39, 40, 48, 58, 
60, 61, 88, 106, 122, 123, 140, 142, 193, 194, 201), mathematics 
(21, 29, 35, 75, 100, 154, 155, 168), and programming (14a, 
95b,101al 148a, 177, 177a). Research work in the development of 
reading (6, 10, 133, 143) and writing skills (12, 26, 58a) also 
reveals the importance of helping students build upon a rich set of 
communicative strategies, techniques, and experiential topics 
derived from oral language use that makes sense to them. 

An understanding of subject matter so that problems can be 
solved or creatively posed requires a richly interconnected network 
of concepts, principles, and skills (41, 76, 81, 84, 107). The 
necessity of subject matter knowledge in expertise has been 
recognized for centuries. What is new is the research-based 
recognition that it is not a knowledge base of facts per se that 
should be an instructional goal. Instead, students need to acquire 
facts, principles, or theories as conceptual tools for reasoning and 
problem solving that they can see makes sense because they have 
consequences in meaningful contexts (18, 26, 50, 185a). The 
knowledge base acquired through education should not be inert, 
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memorized for recall on tests, but active, conditionalized for 
application to appropriate contexts of use (77). The new educational 
awareness of the pedagogical priority of facts-in-use has led to an 
increasing emphasis on what have been described as "guided 
microworlds," "appenticeship learning, or "learning by doing" (52, 
65a, 95, 153). In such methods, students acquire knowledge-in-use, 
experiencing and employing new ideas in contexts of application 
with many similarities to their desired contexts of transfer. 

Learners, even expert learners, routinely face novel situations for 
knowledge application. Experts will self-consciously exploit 
analogies, reasoning by related cases, and use other heuristics in 
order to make connections between previous knowledge and the 
present case (84). The domain expert is distinguished from the 
novice not only by having more knowledge for automatic application 
to situations (though processes of recognition), but by having more 
strategies (and better control over their use) for "repairing" prior 
knowledge, recovering when it fails (165). Research with novice 
learners (e.g., for multidigit subtraction [25a, 193a], and for algebra 
equation-solving [84]) suggests that systematic patterns of 
procedural repair are used when prior knowledge fails. These 
findings imply that repair processes are basic to learning, and may 
be exploited by instruction so that learners exert autonomous 
control over learning repair activities (84). The instructional result 
would be more flexible understanding, ready to meet the novel 
situations an uncertain future world presents. 

2.2. View of the Nature of "Understanding" 

Detailed comparative studies of the processes and outcomes of 
reasoning about problems by experts and novices in different 
knowledge domains have led to major reconceptualizations of what 
it means to "understand" a topic (134a). While this issue is one of 
the most complex of all topics in the cognitive sciences, there are 
nonetheless several major points of agreement arising from 
research on psychological understanding. The importance of this 
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topic for education is momentous, since much present school-based 
"learning" does not result in understanding (6, 33, 153). 

The first major point is that understanding is an active process, 
guided by prior knowledge and expectations. Whether the domain is 
reading narratives, solving physics problems, or creating an 
algebraic model of a situation, people expect regularities. These 
regularities constitute basic categories of experience, "frames" or 
"schemas," that are associated in memory with prototypic features 
(163). Schemas bring order into a world that would otherwise 
consist of entirely novel experiences. Expert learners have highly 
elaborated and differentiated knowledge schemas that often lead to 
"automatic" recognition of a problem type and deployment of the 
appropriate actions to solve the problem (2, 3, 84). Those with high 
levels of domain understanding also can reason analogically from 
prior cases, evaluating the utility of discoveries made through such 
analogies, and reason counterfactually, in order to determine "what- 
if-not?" (e.g., in mathematics [ I  681, social science [ I  93a], 
electronic troubleshooting [24a], and medical diagnosis [46]). 

A second and related point is that domain experts have well- 
developed "mental models" of how complex systems function, such 
as electrical circuits, steam plants, economic systems, computer 
programs, ecosystems, or aircraft navigation systems. These mental 
representations are functionally important because they can be used 
to "run" mental simulations of such a system in order to 
qualitatively reason about its hypothetical future states and 
determine "what if?" (14, 69). The utility of such virtual machines 
in memory is apparent in reasoning about malfunctioning systems, or 
about the predicted consequences of changes in the properties of a 
particular system component upon system behaviors. Technical 
training in military and industrial settings has benefited from these 
scientific insights (85a, 91 a, 185). 

A third key aspect of understanding is the rich interconnectivity 
of knowledge schemas. Research indicates that the knowledge of a 
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novice may be represented in isolated "packets" in memory (62a, 
165), so that contradictions may arise between beliefs which have 
never been brought together before in explaining events. Consistent 
and coherent belief systems are not easily achieved, but require 
special educational attention. This is a particularly deep problem in 
science education (33, 38a, 58, 89). Teachers may need to go to 
elaborate ends to elicit students' conceptions so that such cognitive 
conflicts are made manifest, in the hopes of subsequent 
instructional progress if they can guide students to integrate such 
formerly-isolated belief "packets". On the positive side of this 
problem, great power resides in the multiple representations of 
knowledge in a connected memory system. For then much more 
flexibility is enabled in paths of thinking about a problem. One 
perspective or representation may serve much better than another in 
coming to a problem solution. Knowledge "participates" in various 
knowledge structures, so that a deadend in reasoning about a 
problem in one way may be overcome by trying another path of 
inquiry. Such relational matrices among concepts and skills seem to 
be "compiled" in memory through experience in working with 
variegated examples (75a). 

A fourth important aspect of understanding is the use of both 
domain-specific and general strategies in problem-posing and 
problem-solving (76, 84, 183). Part of the facility of the domain 
expert resides in the use of powerful strategies for reasoning that 
are finely-tuned to the characteristics of problems that arise in 
that space (e.g., strategies for solving algebraic problems, or 
reasoning in social science). 

Finally, great importance has been attributed to the use of 
"metacognition" for learning (23, 51, 168, 182). This term refers 
either to reflective cognition, one's awareness of particular 
characteristics of one's mental states or processes (e.g., that list is 
too long for me to remember; I will make mistakes in multiplying 
such large numbers in my head), or to regulative cognition, one's use 
of executive or monitoring strategies for guiding mental activities 
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in problem-solving (e.g., time allocation in studying; strategy 
selection for overcoming lack of understanding in reading). Among 
the major pedagogical goals arising from this research to date is the 
fostering of autonomous learners through direct instruction in 
learning-to-learn strategies, and comprehension-monitoring 
strategies in reading (44, 170). 

2.3. View of Materials Needed for Learning 

Massive curriculum reforms in precollege mathematics and 
science were funded by the federal government in the 1960's and 
early 19701s, including those of the Physical Science Study 
Committee, the Biological Science Study Committee, Chemical Bond 
Approach, Project Physics, and the School Mathematics Study Group 
(121). Although these projects were designed to produce materials 
so that students could acquire subject "understanding" of the kind 
we have been discussing, these materials made their major 
breakthroughs by providing deep, structural analyses of the subject 
matter, which were then reflected in the curricular structures that 
were developed (1 16, 121). For the past several decades, education 
has been correspondingly curriculum-centered. 

The major change wrought through recent learning research in the 
education sciences is a learner-centered view, or what we will call 
the "cognitive shi f t  ." Even though educational topics, examples, 
and subject matter structure and sequence still need analysis and 
careful design, there is a broad consensus that they must begin with 
the knowledge states of the learner, and build from there. We know 
practice with variegated problems is important, but much more 
basic research is needed to match problems with student knowledge 
and needs. 

Substantial evidence indicates that most present curricula as 
used poorly promote subject matter understanding (e.g., 57, 58, 68, 
88, 92,116, 123, 131, 149, 154). We also know that the lack of 
specified relationships between traditionally-distinct curricula 
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leads for most students to isolated knowledge structures that 
correspond but too well to the curriculum boundaries (18, 20, 147). 
Concerns emerge in the common lack of transfer of school learning 
to experiential situations outside school in society and work, and in 
the nonutilization of experiential knowledge (such as invented 
algorithms for addition and subtraction) in school settings (37, 50, 
61, 102, 108, 153, 155, 156, 169). The calls for reform are founded, 
for example, on cognitive research indicating the conceptual 
isolation of knowledge acquired in mathematics, science, and 
language arts, whereas concepts and skills involved in these 
disciplines are needed in an integrated manner for reasoning and 
communicating in order to solve real-world problems. Calls for 
reform also highlight the "inert" nature of much knowledge acquired 
through formal education, whose conditions of application are left 
unspecified. And even the most well-structured curricula from a 
subject-matter perspective may not be learned because of 
conflicting preconceptions learners have that are derived from 
experiential knowledge, or because of the limited nature of 
knowledge representations that are offered (e.g., text only, when 
pictures or diagrams would help). 

Present learning materials have several other major problems 
besides lack of integration. They are often comprised primarily of 
referentially-isolated activities, without regard to their 
meaningfulness in relation to real tasks (153, 164). Prominent 
examples include syntactic drills in arithmetic and algebra, 
memorization of vocabulary definitions, rote enactment of cookbook 
lab experiments, and part-of-speech sentence diagramming. Perhaps 
not surprisingly, many studies of classroom instruction have shown 
how little actual instruction takes place of the whole activities of 
reading, writing, mathematical modelling of situations, or scientific 
inquiry (10, 12, 168, 173, 179). Documentation of such experiential 
deficits cries for curricular reform. 

In new "functional learning environments," what have typically 
been characterized as "basic skills" are not taught as ends in 
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themselves, but as component tasks whose fluency is required for 
success in real activities (26, 50, 53, 143, 168, 185a). Real 
applications of knowledge to be acquired are at the core of 
instruction, and students are 'scaffolded' as they become 
increasingly more proficient in taking on parts of the whole, 
meaningful task, with instructional support 'fading" as 
competencies are achieved (52, 148ab, 153, 154a). The aim of 
autonomous or collaborative real task performance is explicit from 
the start, not promised at the end of isolated drill activities with 
unspecified conditions of applicability. Instructional studies 
utilizing such methods for reading comprehension (143), 
composition instruction (12), and mathematical problem solving 
(168) have been highly successful in improving student capabilities 
with this approach. 

Even such functional learning environments carry with them the 
newly-documented need for teachers to understand, at an individual 
student level, the preconceptions a student has about the subject of 
instruction. Substantial cognitive research in science learning 
shows how proto-theories students hold about light, gravity, motion, 
heat and temperature, weight and density, biological organisms, and 
other physical phenomena are unlikely to be integrated with the 
knowledge conveyed by formal instruction (32, 33, 38a, 39, 40, 58, 
60, 61, 74, 106, 116, 122, 123, 142, 193, 194, 201). Science 
education research suggests that using sensitively-designed 
curricula where recurrent preconceptions are explicitly recognized, 
diagnosing and discussing preconceptions and the strengths of 
formal alternatives, may help students build upon their 
preconceptions (116). Similar findings appear for the social 
sciences (193a), writing (12, 26, 58a, 148), reading (6, 96), and 
technology (148a), although less work with this orientation has been 
carried out for such subjects. Work with expert teachers has shown 
part of their success arising from recognizing types o f 
preconceptions and developing specific strategies to deal with them 
(1 2a, 1 Oga). 
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A related point, also concerned about individualization, emerges 
from research on individual differences in experience with and 
capacity to learn from different modalities, such as text, pictures 
and diagrams, graphs, equations (38, 89a, 176a, 176b). A principle 
distinction between text-based and graphically-based modes of 
learning finds some research support (68a, 119a, 144b), and has 
critical implications for basic research and development activities 
in creating and testing new applications of computer technologies 
that offer unique opportunities for enhancing the visual learning 
environments of education. 

Beyond considerations of individual differences, a core insight of 
cognitive science has been the utility of multiple representations of 
knowledge for supporting learning, reasoning, and problem-solving 
activities. Each representational system--natural language, 
symbolic equations, logical formalisms, pictures, functional 
diagrams (e.g., of circuits, or processes), graphs, etc.--has specific 
strengths and weaknesses in the features it provides to support or 
guide problem-posing and problem-solution processes (13a, 97, 
107a). Expert reasoners in a subject area tend to be highly flexible 
in the representations they choose to exploit for posing and solving 
problems (84), so a desirable goal of curricular design should be to 
facilitate fluency in the various representations of knowledge that a 
student will need to use. 

A last and deeply significant way in which curricula must change 
is tied directly to information technologies. What one "needs to 
learn" has for millennia been conditional on the technologies 
available for thinking and reasoning. In an oral culture, rhetoric held 
sway. The ingredients of literacy were dramatically changed with 
the advent of a written language medium, and later a print-based one 
(141, 150a). The widespread availability of word processors and 
other writing tools such as outliners and an on-line thesaurus and 
spelling checker, as a recent OECD report (26, cf. 70, 148) indicates, 
are radically redefining what students are doing in language arts. 
Requisite mathematical knowledge and skills have been similarly 
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contingent on technologies (68, 97, 131, 190). Graphing programs 
allow students to develop intuitive understanding of relations 
between graph shapes and equation specifications that formerly 
required laborious hand-plotting of point. Symbolic manipulation 
programs available for $100 can "get A's" in college mathematics 
courses, and suggest redefinitions in what one needs to do and learn 
from precollege mathematics courses. Databases in science and 
history are being used in secondary schools throughout the country . 

to foster original inquiry by students, previously possible only with 
great labor. The professional subject-matter teaching organizations 
such as CBMS (55), NCTE (160), NCTM (131), NSTA, and more broadly, 
NSF (131a) have been hard at work redefining curricular priorities 
and topics. The reasons are that one may now treat topics with 
information technologies that were not possible at all before at the 
precollege level (e.g., systems dynamics modelling; robotics; 
graphics animation), and that some topics should now be omitted 
from curricula (e.g., long division) because low-level algorithmic 
activities formerly taught may now be automatically carried out by 
the computer (68, 131). Many of these computer uses have been 
designed to overcome cognitive or instructional "bottlenecks," and 
thus emancipate the learner. 

2.4. View of What Pedagogical Tasks and Strategies are 
Effective and Why 

With new conceptualizations of the learner, and of appropriate 
curricula, comes a new understanding of what the pedagogical 
activities of a classroom should be in order to promote effective 
learning and understanding. Many of these insights are implicit in 
what has already been said, and many of the techniques have been 
used by expert teachers for many years. But there is a new 
specificity to why such techniques work that supercedes previous 
understanding. Clearly much more attention to the preconceptions of 
individual learners is needed for formal knowledge to be acquired by 
more students through teaching and learning activities. This 
requires "knowledge diagnosis" of a kind that is more labor- 
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intensive and teaching-relevant than traditional classroom 
assessment measures (71, 116). "Linkingn activities have teachers 
solicit from students, as well as provide, connections between what 
is being learned and previous learning. Linking is seen to aid 
knowledge transfer processes, even among traditionally poor 
learners (23, 67, 142, 143). 

A central lesson from education science investigations of 
classroom learning is sociological Individuals create, revise, and 
contribute not only to their own knowledge but that of the culture. 
But education tacitly espouses counterproductive belief systems for 
what knowledge is, and what a learner's role is in the knowledge 
acquisition process (50, 124, 133, 168). To facilitate this 
awareness of the purposive and constructed nature of knowing-rare 
among students but common in the disciplines--the teacher needs to 
create a community, in which thinking and problem-solving of the 
kinds required for the discipline(s) under study is contributed by all 
members of the group (12, 22, 52, 89, 147, 153). Several kinds of 
activities appear necessary for this community to be established: 
(1) the teacher thinks-aloud about problems, including ones that are 
novel to her and for which answers are not immediately apparent, 
describing reasons for making certain strategic decisions and not 
others, working through reasoning steps; (2) the teacher solicits 
contributions to this process from classroom members so that they 
come to collaborate in the problem-solving process, even when they 
would be unable to carry out the whole task alone; (3) students come 
to take on "roles" or subtasks in complex collaborative problem- 
solving, and rotate in these roles; and (4) group discussions take 
place on such processes, reflecting on and consolidating what has 
been learned. Small group learning, peer tutoring, and apprenticeship 
learning have also been demonstrated as effective techniques with 
implications for educational technology development and use (50, 
52, 78). 

The role of reflection in these processes deserves special 
mention. Expert problem-solvers routinely pause on completing the 
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solution of difficult problems and reflect on what has been learned- 
-whether there were reasoning dead-ends, inept analogies, or 
productive generalizations that could be useful to remember for the 
future (168). New information technologies make possible the 
recording and abstracted playback of problem-solving sessions for 
such reflective analyses (51 ). 

2.5. View of the Role of the Social Context in Learning with 
Technologies 

There is also a broader recognition than in the past of the potent 
roles of social context in the learning process. Research on teacher 
cognition and classroom activity planning, peer collaborative 
problem-solving, homework and parents, and on motivational and 
attributional aspects of learning activities has contributed to this 
new understanding (50, 102, 120). 

Curricula and tools for learning in the classroom rarely have 
direct effects on learners. The lessons and empowerments that they 
offer are typically mediated through the activities, expectations, 
and shaping influences of the teacher, the students' peers, and 
parents. Correlatively, the learning a specific individual is capable 
of is not solely a characteristic of that person, but of the social 
contexts in which such performances are carried out. The shaping 
characteristics of learning environments are thus complex and 
multifaceted, and we have only recently begun to chart the 
dimensions of their influence (50). 

For example, teachers can make a difference in whether they 
create and maintain an open environment in which making mistakes 
is an accepted part of the learning process, and in which different 
approaches to problems are welcomed as opportunities for group 
learning. Such an environment appears to have shaping influences in 
whether a student treats work on a problem as an opportunity for 
learning or as an occasion for failure and diminished self-worth. A 
student's concept of self-as-learner thus has important causal 
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influences on both achievement motivation and reactions to learning 
feedback (63a). And negative teacher expectations for a student's 
performance often become self-fulfilling. 

Social relations with peers in the classroom can also be 
harnessed to contribute to cognitive growth. Numerous studies in a 
Piagetian tradition indicate that peer discussions of strategies for 
solving a problem may serve as important facilitators of cognitive 
growth, by making explicit different beliefs and arguments for their 
warrants (1 48aa). 
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3. What Specific Research and Technology Directions 
Could Bridge the Gaps? 

Given these new understandings in the education sciences, how 
should educational practices be influenced? How might specific 
research and technology directions in education bridge the gaps we 
have described? What changes would need to occur? Cognitive, 
social, and instructional science studies have documented an 
incredible number of specific learning problems that arise in 
education. Examples of "basic competencies" often served up to 
illustrate what is lacking or deficient are insufficient vocabulary, 
grammar, procedural skill in algebra, or calculational talents. These 
are but symptoms of deeper problems. Training or longer school days 
aiming for better performance on the achievement tests crafted for 
these diagnostic purposes misses the point. Education must help 
students learn to put their minds intentionally to work in 
categorizing, analogizing, critiquing, designing, inventing, 
modelling, and like activities. How can we better help students learn 
to comprehend and imagine as they read, to compose text for 
expression as well as for learning, to think mathematically, to 
reason scientifically, to reason critically, to take control of their 
own education within and beyond formal settings? The grassroots 
and research community calls for focus on "complex" or "higher 
order" thinking skills express these aims (44, 170). 

We have seen how the cognitive, social, and instructional 
sciences have transformed views of the learner, of understanding, of 
curriculum, of pedagogy, of social context. How might these works 
find application and continual renewal through research and 
development activities with computers and related computational 
media? As an organizational strategy, we have grouped the emergent 
trends and themes from our consultations with experts in the field 
into five categories of goals. These goal categories, overlapping to 
some extent because of the system-based nature of what makes 
learning work (120), correspond to those of our analysis of what has 
been learned. These goals present a framework within which we can 
9 / 1 3 / 8 8  Pea & Soloway 27  



place the various research and development directions and themes 
considered central to plans for improving the quality of education. 

For each category of research and development activities 
described as goals, we provide a brief rationale linking it back to 
the research, and remarks concerning issues of overall priorities. It 
is important to observe that many uses of technology now common in 
educational practice (11, 186) were not considered high priority for 
federal support by our respondents. These paradigms include 
standard drill and practice software (especially in arithmetic and 
language), some rigid branching CAI programs, and in general, 
"computer-based management" approaches to computer use to 
mechanize existing testing procedures, scoring, and reporting. 

We also note that a tension exists within the field of education 
science as applied to educational technology and evaluation issues. 
The tension is between making technologies that can be evaluated as 
"working," given present achievement-test metrics of effectiveness 
(not measuring understanding), and making technologies that enable 
students to engage in qualitatively different and superior learning 
experiences, better geared to providing "learning as understanding," 
but for which new measurement techniques need to be developed 
(1 16, 120). New work in cognitive psychometrics at the Educational 
Testing Service and other laboratories is moving in this latter 
direction (28, 77, 117b). Strategies for providing measures of 
accountability in the educational technology field are in flux 
because of this basic issue. For example, the classic benchmark is 
Benjamin Bloom's findings of a "2-sigma" advantage for individual 
human tutoring over conventional classroom-based instruction (12b). 
This means that the tutoring method puts the average student who is 
tutored in the top five percent of a student population 
conventionally taught. This dramatic result can serve as a goal for 
any of the technology-enhanced methods of education, once measures 
of conceptual change are determined for the cognitive-shift 
paradigms we will be outlining. 
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In addition, while it is highly unlikely that technology is 
appropriate for every activity in education, our analyses are 
technology-focused since that is our charge in this report. Given this 
constraint, we need to be sure to focus where indications are that 
research and development work in this field will have significant 
payoffs for investments of effort, talent, and costs. We also 
highlight opportunities for educational benefits arising. from 
technical developments that many believe can be fruitfully exploited 
by the research and educator communities. 

It is necessary to distinguish education from training. Many 
technologies, from the business tools of office automation to the 
interactive videodiscs for subject-matter learning in military 
training have quite a restricted focus. They are designed for very 
special environments, with deeply-engrained assumptions about the 
social environment, the age and goals of its users, and with 
narrowly-defined performance objectives. While we hope to learn 
from such technologies and to exploit such inventions whenever 
possible, they are not easily or even desirably adaptable for 
classroom uses for education. It is certainly important to recognize 
that research and development in business, industry, and military 
training does not translate into educational technologies for 
precollege education (28). 

Before characterizing high-priority categories of R&D activities 
in educational technologies, it is important to briefly sketch the 
dimensions of technological development trends, and to set out 
where educational technologies are now in schools. While 
unpredictable factors may alter these considerations (e.g., the pace 
with which emerging superconducting materials will find their way 
into everyday powerful computers), they serve as influential 
constraints to heed in the directions of R&D the Federal government 
decides to pursue. 
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3.1. Advancing the Educational Technology Available to 
Schools 

There are important constraints to recognize in the pace of 
change with which new technologies for education are coming into 
schools, and in how new programs are created and marketed. 
Recognition of these constraints is important, for they have not 
figured in much R&D planning for educational technologies. Given 
projected continuation of the organizational behaviors to be 
described, the federal government can either work to confront and 
overcome the constraints with novel programs of support and 
incentives, work within them, or implement some mixed strategy. In 
any regard, closer attention to present organizational constraints in 
the design and implementation of research and technology 
development in education promises to improve the impact of R&D on 
educational practices. 

Constraint 1: The installed base of technology defines present 
markets in educational computing. During the past decade, schools 
and parent-teacher organizations moved quickly and often at a 
grassroots level to buy computers for classroom use (11). While this 
has been important in familiarizing teachers and students with 
fundamental operating concepts of computing, and basic paradigms 
for software use, it is becoming apparent that there are side- 
effects of these early moves to computerize the classroom. Schools 
buy new machines to match their old so as to capitalize on teacher 
training, student familiarity with programs, and the installed base 
of hardware and software (186). As many analyses of computing in 
organizations have shown, there are large "buried costs* of new 
technologies (5, 101). In this case, they include the costs of teacher 
education, student familiarization, time for practitioners to develop 
skill in making a specific technology work in the classroom, seeking 
out and evaluating alternative options for updating technologies, 
hardware and software technology maintenance and upgrading, 
renovation costs to retrofit existing spaces for the electrical, 
space, and furniture needs of computer technologies, etc. The 
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schools' attention to such costs revealed with the installed base 
strategy is parallel to concerns in business when they consider 
upgrading technology, as ISM found with their 360 series of 
computers. 

With respect to hardware, the Apple II family computers are the 
dominant precollege machines (with over 1 million in schools, 
mostly Apple-lles, amidst computers from IBM, Commodore, Tandy, 
etc.). Schools also rarely get rid of equipment, but instead find a 
lower "niche" for its use, so that older computers such as Texas 
Instrument-99s, Commodore-PET computers are used for barebones 
programming instruction in the early grades. l28K (kilobyte) 
machines are not yet the majority of microcomputers in school use. 
Since the dominant Apple-ll family computers are rugged machines, 
professional educational software developers and publishers we 
interviewed consider it likely that they will remain in school use 
over at least the next 5 years. Apple llgs computers, which have 
more powerful graphics, audio, and processor capabilities, are 
coming into use slowly, and are the most advanced computers such 
developers have begun to create software for commercially. Market 
surveys indicate that schools are acquiring this level of machine 
primarily because the Apple llgs run their installed software base 
(largely for Apple-ll family computers). By 1992, Ilgs's are expected 
to be standard 4 megabyte (4000K) machines, and widely available in 
schools. 

An emphasis on the higher-end hardware recommended in. previous 
policy reports misses the point of what schools can or want to do in 
their purchasing within at least the next 5-10 years, given current 
trends in financing educational computing. This point applies to IBM- 
PCIATs or Apple Macintosh computers, much less university-level 
advanced function workstations such as Suns, Microvaxes, 
Macintosh-lls, or IBM-Personal System computers. Yet it is true that 
systems of this level are needed to run graphics-intensive and 
multitasking software applications typical of integrated tool 
environments (129). They unfortunately do not allow schools to use 
9 / 1 3 / 8 8  Pea & Soloway 3 1 



their installed base. For example, none of the Apple Macintosh 
computers can run Apple-ll family software. The more successful 
educational software developers also will not take the financial risk 
of working with "niche" machines (in particular, those with only a 
school but not a home market, as in the case of the now defunct IBM- 
PC Jr.). 

Finally, a key figure to note is the 10-1 5 year time period from 
when a new chip is developed in sampling quantities in laboratories 
to when there is likely to be an installed educational software base 
in schools that uses the chip. From lab chips to shipped computers 
using those chips has typically taken 3 years, developing an 
operating system for the chip takes 3-4 years (e.g., IBM OS-2) and 
may take longer as chips increase in complexity, 1-2 years more for 
software developers to use the operating system to create 
applications, and several more years at minimum for the installed 
base of the new level of computer to reach the critical mass 
required to attract a broad range of developers to create 
applications specifically for schools. 

Constraint 2: Since little educational software is purchased by 
schools, educational software development is financially risky for 
commercial developers. Needed research to make programs effective 
cannot be afforded. Software purchasing behavior of schools is also 
very conservative. In Fortune 1000 companies, the budget for 
software typically exceeds the hardware budget, whereas schools 
only spend 17% of their hardware budgets on software. The success 
of software sales in education, even for tools such as word 
processors, is often explicitly linked to textbooks, and expected 
gains in achievement test scores. And schools on average purchase 
only 14 software programs per year of the thousands produced (186). 
Parents spent six times more last year (over $200 million) on 
educational software than did schools (Future Computing). 

Over 11,000 educational software titles have been produced, and 
150 new ones appear each month, with a bare minimum of testing, 
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primarily to overcome functional flaws in program operation. Very 
rarely do companies have the money available to engage in formative 
testing in classroom situations to see if the product can be used 
effectively by teachers, or whether students learn from it. 
Evaluations of educational software consider only 5% of present 
products outstanding, and even these evaluations are not based on 
observations of classroom use but professional evaluator 
assessments based on first-hand inspection of the program. The 
evaluation principles used fall seriously short of the cognitive 
evaluations we have described as central to closing the gaps 
between learning theory and educational practices. 

3.2. Emerging Computing Standards for Undergraduate 
Educational Technology 

It is critical to heed the hardware and software technology that 
is in our schools today, and to compare it with what is being used as 
the development and testing environments for new educational 
technologies in research universities, centers, and laboratories. 
Perhaps the most instructive comparison will be with undergraduate 
education. 

The minimum hardware requirements defined at the 
undergraduate educational computing level are known as the "3MU 
machine--a million-instruction-a-second processor, a bit-map 
screen display with a million dots (pixels), a million bytes 
(megabyte) of main memory, virtual memory, and a LAN connection 
(9, 129, 202). For example, such specifications provide the 
capacities to display and transform interactively images used for 
learning in mathematics (e.g . graphs), science (e.g., interactive 
simulations), and with text (e.g., relational databases, idea 
organizer programs, hypertext). Berkeley UNlX is the operating 
system being used in these machines to allow for multi-tasking and 
some software transportability, and windowing systems likes CMU's 
Andrew or X-Windows are being used so that the programmer-side of 
UNlX is not visible to the student user. This approach has been called 
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"interpersonal computing," since it links together a student's 
advanced function workstation and a mainframe fileserver so that it 
appears to the student as if one has all one's data and programs 
locally (electronic mail, remote access to large databases, 
statistics). Such workstations with educational discounts meeting 
these specifications from Apple, DEC, IBM, and SUN Microsystems 
are now available in the $5000-$8000 range and are expected to 
reach the desired $3000-4000 level within two years (10% of a 
student's four-year tuition). 

3.3. Theory-based Educational Technology Research and 
Development Strategy 

It is important to recognize that the relationship between theory, 
research, and technology development in education is (to some 
measure) different than many other fields, which have sharp 
distinctions between basic and applied research. Many leaders in the 
field now recognize that the theory-practice link for educational 
technologies is not a one-way application of knowledge to action 
(e.g, 65a, 82). For when a theory of learning and pedagogy is 
embodied in an educational tool, and then tested in real contexts of 
use, feedback is provided on the soundness of the theories, not only 
the tool. And the very nature of the settings in which the technology 
will be used and in which the learning will occur should be used to 
shape the design and features of the technology. The theory itself 
will develop responsively through such applications to learning in 
real settings. Many hope that technologies can better enable a 
"cybernetic education system," in which feedback loops between 
outcomes and practices can provide a more adaptive, dynamic 
educational system of learning and teaching activities than 
previously possible (28). This aim will require.-new kinds of 
assessment measures that characterize conceptual change and 
cognitive growth through levels of proficiency for valued education 
outcomes. 
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These observations recommend a mode of work that incorporates 
the insights and activities of teacherlpractitioners, education 
science researchers, technology developers, subject matter 
specialists, and, to insure real-world market penetration of 
research-based materials, professional publishers (25, 112, 113, 
120, 121). Our policy discussions in the final section of this report 
elaborate on technical and cost requirements of work models 
incorporating these groups and their activities. Related discussions 
of interdisciplinary integration of the kind required to advance the 
practical impacts of this field are available (45, 87). 

3.4. Changing What Students Do 

Research on the nature of the learner in the cognitive, social, and 
instructional sciences (earlier described) has profound implications 
for what students should do in order to learn, whether in schools or 
other settings for learning such as community centers, clubs, or 
libraries. We also must emphasize the importance of gn iversa l  
access to quality uses of educational technologies. Research has 
indicated that in addition to the knowledge and technology gaps we 
have highlighted between schools and society, there is a highly 
divisive gap that puts at a disadvantage students in rural schools, 
the largely minority students in poor urban schools, and female 
students (11, 43, 50, 65, 120, 178). Federal attention is needed to 
insure that the changes outlined here for what the research says 
students should be doing in education involve these groups and 
settings, so that these education environments may take the fullest 
advantage of the fruits of educational technology research and 
development. 

There are a variety of paradigms that have become established in 
the research and development communities during the past decade 
for building and using educational technologies. What we describe in 
the sections that follow are the key areas that were highlighted by 
experts in the field as important priorities for Federal support. 
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An important observation is that very few of the priorities 
experts recommended are now in use in schools. Although 
survey data indicate that tools such as word processors and micro- 
based science laboratories are entering the classroom, most present 
uses are for drill and practice and tutorial CAI (11, 64, 65), which 
previous survey reports have concluded offer little to improving 
student understanding (25, 1 12, 11 3, 120). Unfortunately, in only a 
few cases are paradigms recommended by our experts being used to 
commercially implement educational technologies that schools could 
hope to exploit within the next five years. For these reasons, federal 
efforts should closely examine the ways in which research and 
development activities could be more intimately related to 
technology transfer activities of the kind that software developers 
and commercial publishers are technically able to implement with 
appropriate incentives. Further analyses of the nature of possible 
Federal R&Dlcommercial relationships are provided in the 
concluding policy section of our report. 

The major categories for our discussion of "changing what 
students do" will be intelligence extenders, microworlds, 
"intelligentn tutors and coaches, networking, and hypermedia and 
multimedia learning environments. It will become apparent as we 
examine other topics in subsequent sections--changing how we 
track learning, changing what's taught, changing what teachers do, 
changing the schooling environment--that there are intimate 
relations between these different facets of the student/teacherl 
materials1 environment system. But we believe these categories 
offer helpful distinctions for thinking about the ways in which 
experts recommended how research and development activities in 
the cognitive, social, and instructional sciences should change 
education, and what technologies it should employ to support its 
work. 

Since the cognitive view of education is student-centered, it is 
no surprise that the bulk of priorities we will discuss involve 
changing what students do. It is also important to note that these 
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categories have been reasonably distinct in modern research and 
development efforts. Although there have sometimes been 
ideological grounds for these separations, we believe they are 
primarily due to hardware and software limitations and the early 
stage of work in the field, whose scientists have tended to direct 
their efforts to one or another paradigm. There are many reasons to 
believe that integrating these paradigms of information technology 
use in education to create hybrid systems will be important to do. 
For example, knowledge representation methods for inferring a 
students' conceptual model of a domain now used in "intelligent" 
tutoring systems and coaches could complement the microworld 
approach, or a student's strategies for using tools in some learning 
activity could be inferred and result in hints from an "intelligent" 
help system. We see comparable trends in the "functional 
eclecticisms" of today's interior design directions, and in 
combinations of rule-based, o bject-oriented, and logic-based 
paradigms for new high-level programming languages (13). 

3.4.1. Intelligence Extenders 

There is a major class of tools for learning and problem-solving, 
also found to be very useful in teaching, which have been described 
as "cognitive technologies," "intelligence extenders," "cognitive 
workbenches," or "mental prostheses." These tools make 
qualitatively easier the specific mental activities involved in 
complex tasks such as collecting information and crafting idea 
structures in writing, comprehending intricate mathematical 
relationships through dynamic graphs, and designing and running 
experiments. What they have in common is making more accessible, 
with less mental effort, the achievement of what are considered to 
be "complex" acts of mind. Development efforts of this type often . 

create qualitatively different learning and teaching experiences. 
Many of our experts suggested that for education "machines that 
think" may be less essential than new tool systems that enable 
students to better express and build on their own intelligence and 
creativity (53, 65a, 70, 98, 132, 154a, 166). 
9 /13 /88  Pea & Soloway 3 7 



What computational media commonly afford in such appiications 
is great speed and accuracy in the transformations of symbols, 
including pictures, text, diagrams, numbers and sound, that allow for 
extensions of human intelligence. Many different tools may be 
integrated in such cognitive workbenches, facilitating multitasking 
and the construction of single documents comprised of multiple 
media. The rapid interactivity of these tools enables the thinker to 
engage in the incremental refinement and revision processes-- 
whether the task is algebraic modelling, persuasive writing, or 
planning a scientific experiment--that have been associated with 
expert performance in a host of disciplines (84). These rapid 
interactive properties, developed at Xerox PARC for business and 
programming environments (13, 176), are now standard features of 
the Apple Macintosh environment, and in "windowing" packages for 
IBM and other computers. As we have seen, they are also central to 
university-level educational computing, as a key component of the 
standard arising from planned synthesis activities of the 
Interuniversity Consortium for Educational Computing (based at 
Carnegie-Mellon University). 

Such tools are important for they help close the gap between the 
worlds of school and the workplace. Content delivery is 
comparatively inefficient from the perspective of nearly all the 
educational technology developers we spoke with, since a new 
program is needed for every new piece of curriculum. It is also 
inefficient for schools, because teachers and students must often 
re-learn how to use the different software programs because of 
inconsistent design and functioning. And as designed today, there is 
too much emphasis on the technology's surface features, which are 
created to appeal to and hold student attention through extrinsic 
motivation. Various experts considered that tools will probably have 
the most payoff, especially those used in reading and writing. For 
under $100, a word-processing program designed for student 8 
years-old and up can be purchased--with 60,000 word spelling 
corrector, and combined thesaurus and 50,000 word dictionary. 
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Micro-based laboratories available today provide compelling 
examples of how we can help students learn science by doing it. The 
Lego-Logo Project at MIT, in which elementary students write Logo 
programs to control Lego machines, reveals how one can connect 
programming and real-world objects such as gears, levers, and 
sensors, so as to introduce key concepts in physics, engineering, and 
robotics through an experiential approach (132). 

Developments are now approaching second-generation, or 
"integrated" tool levels. Present systems being commercially 
developed, unfortunately with minimal research support, are for 
early reading and writing, K-6 mathematics, and micro-based lab 
science. They will be customizable by teachers and publishers for 
different curriculum areas and topics. The analog in the business 
world is gBase ll[, which is a powerfully general database system 
complete with a programming language for creating database 
applications. While it is acknowledged that there are better 
database programs available, this one has spawned several hundred 
companies that all make applications (e.g., accounting or inventory 
overlays to dBase Ill). The same has happened with Lotus 1-2-3 in 
the world of spreadsheets and financial modelling. Various experts 
consider the development of comparably powerful "engines" for 
education to be a high priority, expecting that similar branch-off 
developments would occur, leveraging the impact of Federal 
investments (1 12, 118). Creating tool "engines" is just the approach 
taken in the past five years at the university level, lead by Project 
Andrew at Carnegie-Mellon (129), Project Athena at MIT (9), and 
Brown University's l RlS Project (202). 

This approach thus builds on substantial prior investments in 
software and hardware engineering by'. industry, business, and 
university education, and would represent an important continuity 
between the precollege and college computing experiences. 

Present precollege efforts underway with federal foundation 
support along these lines include a tool environment for scientific 
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inquiry (m: Bank Street College: 89), graphical tools for science 
and mathematics ( e . .  k t :  Carnegie-Mellon; Functions, U. 
California, Berkeley), for systems modelling and theory building 
(TERCILesley College: 190), for network-supported collaborative 
research in earth science ( b r t h  m: Bank Street College: 133a) and 
environmental science (TERCINational Geographic: 189), a set of 
tools for learning and doing statistics (Bolt, Beranek & Newman: 
158), a decision-analysis support tool environment for social 
studies (JD F A ,  New York University: 147a), and a powerful 
environment for students and teachers to create such tools, called 
Boxer (U. California, Berkeley: 62, 63). For example, the Model ing 
Proiect (TERCILesley: 190) allows high-school students to learn 
about systems dynamics and system modelling by using icons to 
build models. In building models of population growth or toxic waste 
impact, icons would represent levels (e.g., population; pollution) and 
rates (birthsldeaths; accumulationlabsorption), and interaction is 
used as the calculation mode to "run" the model. Thus students can 
work intuitively with the basic ideas of differentiation and 
integration which formerly required formal instruction in calculus. 

What these and other efforts begin to make apparent is that 
learning general purpose programming languages is an anachronism 
unless one plans to become a computer scientist or programmer. 
While programmable functions will be available for many of the 
tools above, the clear trend is toward creating application-specific, 
special-purpose programming languages for tool use and control, and 
these are often not even being called "programming" any longer 
because of the technical image that conveys. 

Many experts whose advice we sought placed high priority on 
creating many more tool environments for precollege education, that 
should be designed to simultaneously provide powerful new learning 
environments for education, and "mini-research laboratories" for 
studying the acquisition of complex cognitive skills (82). They 
suggested that schools should be involved in having students use 
cognitive workbenches, such as outlining tools and text-editors, 
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database access and information organization systems, drafting and 
animation programs, theorem-proving assistants, algebra assistants 
(such as those under development at Bolt Beranek & Newman; 
Harvard Educational Technology Center; Rand Corporation), 
spreadsheets, graph plotters, and multimedia design tools. A key 
educational goal in these efforts is to provide means for students to 
make conjectures and hypotheses, just as in the worlds of science 
and society, that can be tested and discussed with a teacher's 
guidance (50, 135). Numerous experts also stressed the need for 
enhancing students' capacities to design communications, to be able 
to manipulate the language with ease and grace, through written and 
oral expression, and graphical means (26, 70). Communicative 
expression permeates virtually everything a person does, and cross- 
cuts the entire curriculum. Research examining effects of using 
word processors in education has barely scratched the surface of 
this important, broader problem (26, 148). 

The most liberating of the uses of technology in this category 
which we know about are those invented for exceptional students 
(127, 154a, 159, 191). Reports have begun to appear of how 
educational technologies may remarkably enhance opportunities for 
the physically handicapped (e.g., cerebral palsied, at Francis 
Orthopedic School, Riverside CA), for blind (e.g., Tennessee School 
for the Blind), deaf (Clark School for the DeafSmith College), 
learning disabled, and hyperkinetic students so that they can be 
mainstreamed into regular classes from special educational 
settings. Some of the innovative projects include braille word 
processors for the blind, specially- designed materials for teaching 
English syntactic structure to improve the reading and writing skills 
of the deaf, and the use of speech synthesis output and graphics- 
tablet generated speech to initiate and then support communicative 
expression for students with either no or very limited oral language 
(e.g., autism, cerebral palsy, Down's syndrome: City of Hope National 
Medical Center & George Washington University). Many of the 
projects foster a new independence on the part of such students. 
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While these are some of the most moving cases of how technology 
may enable the expression and fulfillment of human potential, more 
planned synthesis of research and documentation of projects in this 
area is called for, so that these effects can be widely replicated. 

3.4.2. Microworlds: Context-Based Learning 

Microworlds (1 13, 144) are uses of the computer for providing 
dynamic models of systems, or small parts of systems, that 
students can explore and study, either without instructor support, or 
with instructional guidance built into the program ("guided 
microworlds": 198). Such paradigms for learning have also been 
described as "discovery worlds" or "simulations" (although many 
earlier simulations did not allow students to change the properties 
of the systems, much less construct their own). 

Such microworld systems have been created for early physics 
learning (Qvnaturtle: MIT: 60, 199; ThinkerTools: Bolt Beranek & 

Newman: 198), for exploring electrical circuit behavior ( S o ~ h  i e  
[24a], Ques t  [196, 1971: Bolt Beranek & Newman), for economic 
systems (Smit htown: University of Pittsburgh: 1 18), and for physical 
systems such as a steam plant ( u a m e r :  Bolt Beranek & Newman 
[I851 , UCSD [91a]). Simpler versions of simulations developed 
commercially for microcomputers (with little learning research 
input) include Geoara~hv Search (Tom Snyder Productions), island 
Survivors (Holt, Rinehart & Winston)--part of Bank Street College's 
Voyage of the Mimi multimedia series for mathematics and science 
education, and the microworld Rockv's~ (Learning Company), for 
creating logic gates. 

Microworlds are seminal learning tools because they highlight 
cognitive objectives demonstrated to be central to "understandingn- 
-i.e., how things work. For example, those proficient in scientific 
reasoning have mental models of the physical system in which 
phenomena of interest occur, and are thereby better able to predict 
what will happen given certain changes of system design or system 
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variables (14, 59, 69, 84). Insofar as using microworlds or 
simulations encourages the formulation in memory of knowledge 
structures and mental processes that allow such science 
understanding, they serve key educational goals, often overlooked in 
a textually-based science education (1 16, 120). Recent studies of 
precollege science textbooks show that often more new vocabulary 
is introduced in science than in a foreign language text, with 
insufficient attention paid to prior conceptions, visual and 
interactive experiences of the world, or of world models (116). 
Research needs to determine effective designs for learning and 
teaching activities with microworlds, and their place in relation to 
experience with the added complexities of real world systems. New 
microworld topics for R&D from experts we interviewed included 
ecological simulations so students can examine science-technology- 
society issues such as acid rain, toxic wastes and underground 
hydraulics, sewage and water supplies, and depletion of natural 
resources such as rainforests. The Vivarium Project (Apple 
Computer, MIT: 132) aims to provide future microworlds where 
students will be able to craft worlds of realistic animal agents, and 
then "play them," watching how the animals interact in an 
ecosystem. 

The strength of microworlds from the perspective of research on 
the nature of student learning and understanding is potentially great. 
Students can learn by doing, by acting on microworlds rather than 
merely observing phenomena take place in demonstration mode. They 
may acquire understanding of the properties of systems and 
relationships among changes in their properties through their 
actions upon the systems. Some microworld systems let students 
build or program their own worlds, and they can then explore how 
they work, examining the consequences of changes in their 
properties. An example is the microeconomic simulation Smi thtown 
(118), in which students can vary price and population and observe 
effects on demand, and use tools such as electronic spreadsheets 
and graphing programs to support laboratory investigations. 
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Microworlds can be constructed for close resemblance to raal-world 
activities, so that transfer of learning from working with the 
microworld and the world of concrete action are closely coupled. 
New actions that are possible with these microworlds--due to the 
ability to make changes of scale in space, time, size, and 
relationships--allow for other powerful teaching and learning 
opportunities (1 12). Imaginary microworlds can also be constructed- 
- non-Newtonian universes and the like--which offer new 
capabilities to bring to life and render apparent for students things 
that they could never see or imagine without the technologies (109). 
Generally, multiple learning paths are made possible that have much 
in common with "hands-on learning" with physical objects advocated 
in the science curriculum reforms of the 1960's and 1 9 7 0 ' ~ ~  but 
which introduce the novel opportunities just described (as well as 
limits--since a model is never complete). 

Support is needed for R&D at a much higher level than currently 
available for creating microworlds for student use in schools and 
other learning settings. Few laboratories have had projects of 
sufficient duration or with the right organizational partners to 
allow for commercial development and widescale implementation of 
this learning tool paradigm. Stable programs of scientific research 
to provide basic knowledge of microworld learning for different 
subject areas, innovative tools for creating microworlds more 
broadly, and microworlds to be co-developed for key curriculum 
areas in cooperation with software developers and publishers, are 
all required for this paradigm to find its appropriate place in 
education. 

3.4.3. "Intelligent" Tutors and Coaches 

The "Intelligent" Tutor paradigm, which has been developed over 
the past 10-1 5 years in research laboratories, relies heavily on 
artificial intelligence and cognitive theory, methods, and 
programming languages. Some of the most elaborated scientific 
theories of learning and memory have been incorporated in their 
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development (4, 109, 175, 192a). The term "intelligent" is used 
because such tutors can by themselves, once programmed, 
generatively solve new problems of the type they are designed to 
teach, even though answers for those problems have not been 
programmed. This paradigm has students work on problem-solving 
tasks, and then from their responses, builds a model of the student's 
level of understanding in terms of specific rules and knowledge 
representations. A theory of instruction for the tutor's knowledge 
domain is also part of the program. It is then used by the program to 
offer individualized instruction, reactive to the specific 
understandings a student is inferred to have. Some experts we 
consulted find this paradigm appealing, since it "automates" the 
delivery of instruction and may come to approximate the dramatic 
improvement in level of student learning found in human tutoring 
research (although obviously not providing social-affective support, 
help with unpredictable problems students may have, etc.). They 
argue that the problem of growing teacher unavailability, 
particularly in the areas of mathematics, science, and technology 
education, can be in part met through such technologies. Several 
existence proofs are offered in the L i s ~  Tutor (Carnegie-Mellon: 4a), 
in which undergraduates take a semester-long course in introductory 
LISP programming with the Lisp Tutor, and the Geometrv Tutor 
(Carnegie-Mellon: 4), at the classroom-testing stage, which teaches 
geometry proof skills in junior high school. 

Intelligent Coaches offer more free rein to the student, but at the 
expense of requiring considerable sophistication in a pedagogical 
theory of coaching and hints (30, 175). We presently have little 
scientific understanding of how to build coaching systems such as 
West (developed for informal learning of basic arithmetic in a game 
environment at Xerox PARC: 30) that promote effective learning (25). 
Coaches allow the student a great deal of control over the situation, 
and do not inflexibly correct errors in student responses that 
deviate from optimal performance as in Neo-CAI. The communication 
problems inherent in coaching systems seem to be solvable only 
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under very special circumstances, such as in ,the especially 
constrained task domain of WEST. Solving this communication 
problem, given the intricacies of natural language understanding, 
would entail putting almost as much structure on the curriculum as 
older CAI programs (e.g., PLATO, TICCIT). 

The key problem in the near-term with the intelligent tutor and 
coach paradigms is that they are very capital-intensive and require 
very advanced computing power, technical knowledge, and art (25). 
Only a few laboratories in the country are presently equipped with 
the advanced programming environments and hardware, and the 
research and development talent in computer science, cognitive 
psychology, artificial intelligence, and psychometrics that is 
required for quality work with this orientation. This basic science 
community in artificial intelligence and cognitive theory is hard at 
work on the problems of knowledge representation, expertise 
modelling, and student model-building. Less work has focused on 
providing an empirical basis for the theory of instruction/coaching 
built into such systems, or at the "microsystems" design level, in 
which the classroom conditions for their effective implementation 
is examined (50, 120). Such research, investigating the knowledge, 
strategies, and practices of expert teachers and coaches in real 
educational settings, is considered a high priority for informing 
these efforts (117a). Several experts suggested that this approach 
would benefit from having new designs in which students help 
resolve the ambiguities of the student model being dynamically 
created during instruction. Presently, it is a difficult technical 
problem to infer the student's knowledge states from responses to 
problem-solving tasks, as efforts in understanding the development 
of subtraction skills (Xerox PARC: DEBUGGY, 29, 192a) and simple 
Pascal programming indicate (Yale: PROUST, 95b). Students could 
select one of a set of states of knowledge the program presently has 
insufficient data for distinguishing, in effect making the knowledge 
diagnosis task a collaborative one between student and computer. 
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In the sciences, Quest (Bolt Beranek and Newman: 196, 197) has 
been used as an intelligent tutor to teach electronic circuit 
troubleshooting to high-school students, and Guidon (Stanford: 47) is 
used to teach medical diagnosis. There are also numerous 
specialized tutors for very small learning tasks that have been 
developed for commercial or military training, with little 
application to precollege education unless it is vocational. Other 
experimental lTSs are now only partially implemented, but begin to 
show the magnitude of cost and scale for a broadly-used approach of 
this type: Proust (Yale: l64a, 1 17b, 177b) and Q e b u ~ g y  (Xerox PARC, 
CMU: 29, 192a). Our experts consider that because of their costs, it 
is now most likely 
educational practice 
by business and/or 
these systems are 
education, funding 

that intelligent tutors and coaches will enter 
eventually through programs of work initiated 
military research and development. But since 
unlikely to match the needs of precollege 
needs of new efforts directly working on 

problems at this level should be better capitalized than at present. 
The intelligent tutor approach seems likely to be most effective in 
mathematics and some topics in the sciences. It was generally noted 
by experts we consulted that even with the technical complexities 
of knowledge diagnosis and student modelling this paradigm 
requires, such uses of technology in education will be possible on a 
broad scale by the end of the century. Advances in the basic science 
required for success along these lines are considered important to 
inform next-generation learning technologies and theories (25, 11 2, 

11 3,120). 

Present estimations of development time and costs of such 
circumscribed intelligent tutors range between 500-1 000 hours 
development time per hour of successful lesson, with minimal use of 
graphics and no video. For more open-ended tutors, where natural- 
language like dialogs are offered, we can expect much higher 
development costs. For comparison, we note that a single university 
course (non-computer, but using video extensively) at the highly- 
regarded Open University in England takes a team two years and over 
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$1 million to develop. One expert expects that it would cost $1-2 
million to create each tutor of this type for procedural skills in 
select areas in mathematics, English grammar, phonological 
decoding, and some aspects of chemistry and biology. These methods 
are unlikely to work wherever understanding and declarative 
knowledge, and not only procedural skill, are required for success, 
as in word problems, reading comprehension, and those areas of 
learning requiring huge fact bases (e.g., spelling, science). These 
areas where such tutors do not work are thus high priority research 
areas. Such work would be advanced by much more basic research on 
expert teachers' knowledge used to teach such non-procedural areas. 
More research is also needed on conditions under which such 
systems are useful in learning, or serve as a crutch, providing 
answers as hints if students are having special difficulties. 

It is important to distinguish the diverse scientific groups 
working on variants of the student-centered cognitive approach to 
education science and technology development, and further 
developments of computer-assisted instruction in the 1960's 
traditions. Advanced systems for instruction in calculus (Stanford) 
or set theory and logic (New York University), build on 
technical/theoreticaI developments in neo-behaviorist learning 
theory during the 20 years of development of over 10,000 curriculum 
hours of computer-based instructional materials behind the 
approach of PLAT0 and TICCIT. A major difference is that these 
systems are not concerned with changes in the nature of knowledge 
representations of students taking place with learning, but 
mathematical models of performance variation with practice. Among 
the experts we consulted, the cognitive shift in research studies 
during the past decade in the education sciences poses fundamental 
problems for this previous perspective. They argued that since it is 
people who are learning, it should be constraints in their knowledge 
(such as preconceptions) that should determine how learning and 
teaching transpire, not the structure of curricular materials. They 
ask, why should the structure of the problem types of the curricular 
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domain be highlighted to the exclusion of the cognitive and social 
contexts in which prior understandings arose and in which new 
education is made possible? 

3.4.4. Networking 

The advent of communication satellites, local area network 
technologies for linking together computers, and- the use of modems 
for remote telecommunications has changed the kinds of work that 
can be done in education, and has potential for positively changing 
the nature of communication within educational settings (99a, 24, 

26, 135, 136) as well as in the scientific community (189, 192). As 
we now know from the case of the telephone (but never predicted at 
the time of its invention), changes in communicative structure have 
dramatic social consequences. How could these be positively 
exploited for education? Many experts noted how networking in 
effect "breaks down the wallsn of the school classroom, allowing 
two-way flow of documents, messages, and interactive dialogues 
that extend the material and intellectual goods that a class has 
available as learning and teaching resources. More remarks on these 
"environmental" aspects of networking are provided in subsequent 
discussions of changing the school environment. 

Clearly the kinds of activities students participate in for 
learning may also change with networking. But how should they? 
Several prototype projects, Earth Lab (Bank Street College: 133a) 
and )<ids Network (TERC and National Geographic: 189), offer some 
direction. In each case, students will be involved in doing 
collaborative science, collecting original data either remotely, 
throughout the country (on acid rain, as in Kids Network ) or in 
coordinated efforts locally (in New York City for the Earth Lab 
Project). In these cases, networks allow for the coordination of 
learning and teaching activities across classrooms throughout the 
country, or across individual workstations within a classroom. In 
other efforts originating from UCSD and University of Illinois, 
cross-cultural communication networks established between the US, 
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Japan, Israel, England, and other nations are being used to coordinate 
joint science inquiry by students on astronomy and ecological 
issues, and to compare and contrast cultural differences on these 
topics (26, -114). 

University-level research and development work in this area has 
focused on defining standards for what is described as 
"interpersonal com-puting," in which a student's computer 
workstation has high-level local computing power but also provides 
an invisible gateway to university mainframes for loading tools, 
obtaining access to very large databases, or for computation- 
intensive calculations. How might such an approach be made feasible 
at the precollege level? 

Research and development issues in this area are complex and 
deserve much more attention. Some of these problems are technical 
and engineering issues--such as establishing communication 
standards that would allow for compatibility of network systems 
and protocols, making cheaper communication software and 
hardware, and lowering service costs for greater accessibility to 
school systems. -Other projects are directed toward technical and 
conceptual problems involved in effectively c o o  r d  i n a t  i n g 
information exchange across individuals and groups (90, 119). 

Many of the fundamental problems of learning-through- 
networking have yet to be addressed by the cognitive, social, and 
instructional science communities. Under what conditions and for 
what topics would cooperative study, or other cooperative learning 
activities (such as project-based work), be beneficial? In the past 
two years, a major new area of advanced research and technology 
development has appeared that is described as. ,"computer-supported 
cooperative work" (138, 181). The aim of such investigations is to 
establish the functional needs of collaborative work groups in 
business and science laboratory settings, and to create prototypes 
of the technical infrastructure of tools and operating systems 
necessary to sustain such activities. Since a substantial body of 
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instructional research has begun to define conditions under which 
collaborative small group learning is an effective paradigm for 
education, one direction of research could center on coordinating 
findings and methods from the business/laboratory communities and 
the precollege studies. The link to education is that even workgroups 
in business are involved in learning. 

3.4.5. Multimedia Learning Environments 

Apart from the microworlds described above, which have yet to 
be distributed broadly in education, most of the paradigms for 
educational technologies described are print-based. This may be 
because print characterizes information environments in schools 
today. For most instructional activities, minimal use is made of 
voice, music, and other sounds, or visuals such as pictures and 
diagrams in books, and filmstrips, slides, or uses of video in 
cassette, videotape, or videodisc formats--even though these media 
may be highly effective for learning. The "text-reading eye" has been 
the primary sensory channel for most education, and yet this is a 
radical impoverishment, given the senses available from which 
learning takes place in the world. 

This state of affairs will very soon change. Picture the 
elementary school teacher discussing earth science and plate 
tectonics with her students, pulling up for computer projection on- 
line dramatic video clips of volcanoes, student activities centering 
on an interactive microworld for examining how continental drift 
operates, and slides of fossil remains from different continents 
showing the former connectedness of now-dispersed land masses. 
One student has the idea of photographing local geological strata, 
another brings in a home video of television footage on volcanoes he 
thinks might be relevant, and when they return the next day these 
images are scanned into the classroom archives for other students 
to use, too. Electronic messages flow between students and from 
teachers to students on difficulties or new ways of thinking about 
what is being learned. The students work at their own multimedia 
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composition workstations, revealing what they have learned by 
constructing and revising their own reports about plate tectonics 
from these and other materials they can draw on. 

While today this scenario might seem fantastical, it may not be 
by the end of this century. Dramatic developments in the consumer 
electronics, telecommunications, and electronic publishing 
industries are rapidly making available low-cost, high quality, and 
high volume editing and storage technologies for high-speed 
computer access to high-quality audio and still and full-motion 
imagery (1, 31, 104, 105, 167a). While we cannot begin to review 
the momentous changes in sound and image processing, storage, and 
transmission underway, several highlights must be mentioned. 
Numerous experts mentioned the importance of carrying out the 
necessary research in the education sciences to exploit the potency 
of these multimedia environments for education. And as some 
ongoing research studies at Vanderbilt using a commercially- 
available multimedia system (j-landv, IBM: 18-20) indicate, students 
need to be "producers" of multimedia documents and knowledge, not 
only "consumers," for effective learning to take place. What might 
the new "multimedia literacy" become, and how might tools and 
patterns of communication change, in society and in education? And 
how might such media--already including the use of techniques such 
as audio-supported, computer-aided reading tools that speak an 
unknown word when it is selected (122a, 134, 191), and multi- 
leveled games directed to fostering component reading skills 
development (70a, 70b) and vocabulary acquisition (127b)--help 
learners acquire text-based literacy? 

The recent technical developments in this field center around 
CDs, or compact optical. disks for mass storage and retrieval of 
images, text, and sound (104). Each thin, 150-gram iridescent CD can 
store 550 megabytes of multimedia memory, equivalent to 150,000 
printed pages. While CD-ROM is now useful primarily for archival, 
read-only purposes, read-write media with similar properties are 
expected to become commercially available in 1990. Related 
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developments in CD-Interactive (9, 2?), the new GEIRCA Digital- 
Video Interactive (DVI: 200), and other technologies should make 
possible dynamic, interactive multimedia learning environments 
that can tap vast archives of text, image, and sound for the uses of 
education. The Palenaue O~t ica l  Disc Prototypa (Bank Street College: 
200) shows some of the potentials of the DVI medium in its dynamic 
mix of talking book, audio-video encyclopedia, and educational movie 
activities for 8-1 4 year-olds' home learning about Mayan 
archaeology, culture, and ecology. 

Over 100 CDs are commercially available, including Grolier's 20- 
volume Academic American Encyclopedia, Books in Print, and 
replications of various vast databases previously available on-line. 
Lancaster and other scholars have documented how the paperless 
society is on the way. How far behind will a paperless education be? 
The Library of Congress has established The Center for the Book, to 
explore how changes in information technologies will change the 
way in which the information in books and other documents will be 
composed, stored, accessed, and perceived (49). The Library of 
Congress is putting its vast visual reference materials on CDs, and 
the Smithsonian Institute has similar efforts underway. MIT is 
placing its 300,000 graphic works on CD, and art museums 
throughout the country are investigating opportunities to 
disseminate compact editions of their collections on CDs. Apple 
Computer, Lucasfilm, and National Geographic recently announced a 
joint project to create multimedia educational materials with CD 
technologies. And in related developments, the entertainment 
industry, including such movie makers as Warner Brothers, Columbia, 
Paramount, Lucasfilm, are supporting research and development 
activities to create low-cost (digital) optical disc movies (132), 
and interactive television (6a). Even today, (analog) interactive 
videodiscs of movies are broadly purchased, and the potential 
interest in home video is revealed by the 40 million videocassette 
recorders in American homes. Since each CD can store vast numbers 
of images, local home or school access to image archives will be 
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possible. Network access (167) and copying of imagery onto local 
storage and replaylediting devices will be a parallel developing 
activity, depending on how the economics of central storage and 
access charges is settled. 

Particular excitement among educators has been generated by the 
recent availability of "hypertext" and "hypermedia" systems. 
Hypertext is an information structuring paradigm designed to match 
the nonlinear, associative nature of human thinking, which is poorly 
supported with present linear, text-based technologies (56, 85, 
192). In effect, it is the generalized footnote. These complex 
interdependencies among ideas are particularly evident in documents 
such as dictionaries, encyclopedias, and training manuals, but they 
formerly required lots of fingers and thumbs for flipping back and 
forth between books and book sections (195). Hypertext technologies 
provide ways of pointing from one place in a text-space to another, 
and labelling the type of pointers for computer search capabilities. 
Labelled links forming conceptual maps or "webs" among ideas may 
be created--in what are called "hypermedia" systems (146, 202)--by 
students, teachers, and researchers in between text fragments, 
graphics, timelines, and video clips, to be "travelled" by readers of 
these hypermedia compositions. These webs of relations can be 
saved, revised, shared, just as a text or musical piece might be in 
previous media, creating dramatic new opportunities for providing 
multiple contexts for learning concepts. 

Optical disc storage of text will also be commonplace, with the 
important exception that information retrieval techniques developed 
in computer science will provide for full indexing and concordance 
capabilities, so that entirely new kinds of reading and research 
activities will..be possible with these interactive, multimedia books. 
Relations among reading, writing, editing, publishing, are likely to 
change as readers annotate and engage in debates in the electronic 

"margins" of documents and create communities of interpretation (1, 
56). The Brown University experience with their prototype 
In te rmed ia  software environment in teaching cell biology and 
9 / 1 3 / 8 8  Pea & Soloway 5 4 



nineteenth-century English literature this year has captured much 
popular attention (202). Faculty consider the rhetoric of hypertext 
particularly well-suited to promoting the "understanding" involved 
in multiple interpretations of ideas and their - relationships, whether 
in humanities or in the sciences. 

Similar hypermedia R&D efforts at the precollege level in the 
next decade would provide on-line access to the vast archives of 
images and sound for education being converted to electronic form 
throughout the country, including maps, speeches, radio broadcasts, 
music, drawings, paintings, photographs, and full-motion video and 
film. The first hypertext product appeared commercially for Apple 
Macintosh computers this year (Guide), and several others will be 
appearing in 1987-1988. And there are at least ten different 
hypertext systems under development in major software, hardware, 
and research laboratories (56). 

Beyond local storage of large media archives on optical disc, 
network access to images will become commonplace once broadband, 
fiber optics transmission provides the information gateway served 
by phonelines today (167). There is a trend to local mass storage, 
but costs of many CDs are high now because of low volume sales. 
Industry researchers predict this will change late in this century 
with fast transmission rates of broadband transmission and the 
availability of cheap color bit-map advanced function workstations. 
Electronically delivered magazines and movies, personalized 
television news and radio (MIT Media Laboratory: 182), multimedia 
home shopping for consumer goods and real estate, will all provide 
market forces contributing to the availability of these multimedia 
information services and technologies. A prototype of such a vast 
multimedia information service is in development for the T e l e s o ~ h v  
Proiect at Bell Communications Research (1 67: "telesophy" means 
"knowledge at a distancen--the modern extension of "telephonyn). 

Though it may be several decades before standards are defined for 
image indexing and retrieval schemes, and until large volumes of 
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graphics and texts become available through these media, research 
is needed on creating tools so that students and teachers can make 
effective use of these materials for learning. It is a broad consensus 
of the information sciences and telecommunications communities 
that these technologies will become commonplace. But unlike what 
happened with network television, the educational community should 
be ready with research that speaks to issues of specific needs for 
teaching and learning, and which builds on the best analyses of 
education from the cognitive, social, and instructional sciences. 
What this will require is prototype development and research 
activities using these new developments with precollege students 
and teachers, throughout the different areas of learning. New 
creative challenges are being faced by writers, artists, musicians, 
and filmmakers, using these new integrated media, and the 
expressive dimensions of their union will be under exploration for a 
very long time. Education science should help lead the way in 
creative work with these media. Research is also needed on what 
multimedia manipulation and composition tools are needed for 
education; including design issues concerning notational languages, 
text-audio-image editors, and characteristics of integrated tool 
systems for multimedia composing for communication (Multimedia 
Literacy Proiect, New York University). It is unlikely that needed 
developments for educationally-appropriate, electronic multimedia 
education environments will emerge from the commercial 
marketplace alone. But federally-funded research could make a 
significant difference in the decades ahead. 

As one example, we note that all obtainable NSF-funded 
elementary science curriculum materials created with tens of 
millions of federal dollars during the 1960's and 1970's 
(approximately 15,000 pages) have just been made commercially 
available with indexing software for only $150 (a CD player costs 
$900-$1000). This disk should provide an important source for 
research and development activities in science learning to build 
upon. 
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There will also need to be technology transfer efforts 
specifically designated for education, such as the provision of 
inexpensive digital scanners of text and images, easy-to-use, low- 
cost videorecorderd editors for student and teacher use, and low- 
cost color printers for computer-accessed imagery. 

Networking technologies are already making radically different 
information access possible for the classroom, although such access 
is largely text-based thus far. One barrier to student access to on- 
line databases has been that the language for formulating queries 
varies for almost every database. Now in Einstein (Addison-Wesley), 
one query language is available for students that enables access to 
the materials in about 900 databases. Einstein serves as a 
translating "front-end" to these databases, converting the students' 
queries in its language to the required format for any of the other 
databases. But information access does not make education. Students 
need to know how to formulate inquiries that information search 
may play a role in, and then to know how to filter and organize the 
information they obtain through searches in order to address the 
questions that led them to their initial search. Students will need 
special browsing tools for examining large information databases 
designed to take account of features of their understanding and of 
learning environments (146). Cognitive and instructional research on 
reading comprehension and writing has focused primarily on single 
texts (23), and needs to be extended so that we know more how 
students can learn to synthesize information from diverse sources 
collected for a variety of purposes. How should searches and 
inquiries be formulated? What are the information age equivalents 
to what used to be taught as library skills? 

We unfortunately know very l i t t le about student learning from 
even presently available video, film, and interactive videodisc 
materials (20). Research is needed to guide educational practices for 
when such media are helpful, under what conditions, and for what 
topics. Good education does not always require broadcast studio 
quality, and some research indicates that for some learning 
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objectives, line drawings may be superior to pictures (which include 
many instructionally-irrelevant details. We also need to investigate 
how to utilize the interactive potentials of computers to design 
interactive or "smart" pictures, graphs, and diagrams, that can 
explain themselves to students, depending on answers students give 
to questions posed by such visuals (93a). More intelligent and 
consistent methods will need to be developed for indexing, 
retrieving, manipulating, and editing images, sounds, text, and other 
data from mass storage media, particularly i f  they are to be 
accessible to students and not only teachers. Previous work on 
standards that has led to acceptance of user-interface protocols, 
such as the Apple Macintosh's "cut and paste" editing methods, needs 
to be extended for integrated multimedia environments and for 
educational users. 

3.5. Changing How We Track Learning 

The research in the cognitive and instructional sciences on the 
nature of "understanding" we earlier described has profound 
implications for how the educational establishment tracks learning 
and measures developmental progress in achieving educational goals. 
At present, very little school assessment is directed toward 
diagnosing students' conceptual understanding (71, 77). These issues 
are not only critical for improving education. They are also 
important from an economic perspective, since determining the 
quality of the content or the design of an educational technology 
cannot be determined solely from inspecting it. From a policy 
perspective, we need measures of the impact on learning outcomes 
of an educational technology (under specific use conditions). These 
measures should match what cognitive research on "understanding" 
indicates to be the objectives of education (25, 28, 113, 177b). 

But to achieve this goal, major changes are needed in prevailing 
methods for learning assessment. A National Research Council 
committee report states that: "Tests also play a role in the learning 
process itself. They tell students what in the curriculum is 
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important and shape the teaching and learning process .... If, for 
example, testing is confined to memorizable end results, students 
will concentrate on these end results, ignoring the more 
sophisticated levels of understanding and reasoning to which 
teachers and test makers may be rendering lip service" (120, p. 25). 

On one extreme, theorists argue that we need to devise 
assessment strategies that check for the attainment of nontrivial 
skills (153, 166). They suggest that particular attention should be 
paid to "complex thinking skills," such as the ability to generalize 
appropriately, to invent analogies and use them critically, to 
decompose problems into interacting parts, to effectively manage 
and deal with complexity, to lay out a procedure as a sequence of 
approximations which converge to solution, to analyze a situation 
from a viewpoint other than one's one. 

One the other extreme, theorists argue that we cannot expect to 
be able to measure such general capacities, since they may be 
developed distinctly in each substantive domain of learning (44, 76). 
They suggest that we may make assessments of one's level of 
progress in conceptual development for each subject domain of 
interest, based on empirical data studying the course of individual 
learning in that area. Assessment in this case is tied to theories of 
conceptual development, and stages of task proficiency. Both 
orientations consider today's item assessment tests inadequate as 
measures of understanding or skills. Finally, many empirical 
analyses imply that learning to engage in self-evaluation as one is 
learning, for example, testing one's comprehension in reading or in 
acquiring new ideas in science, and strategically working to 
overcome learning difficulties, should be educational priorities (23, 
51, 125, 153, 170). 

A substantial body of research findings on students' experiential 
learning outside school indicates that students often have 
alternative conceptual frameworks that constitute "preconceptions" 
from the perspective of formal learning, and that run into conflict 
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with traditional instruction that does not recognize the potency of 
their previous beliefs. There is substantial evidence, for example, of 
the superficiality of student understanding of force and motion after 
instruction: they demonstrate misapprehensions in qualitative 
reasoning about the same situations that they can set up and solve 
formal equations for! Such curricula do not prevent everyone from 
understanding science, but it is widely conjectured in the cognitive 
research community that a much greater proportion of students 
would learn science with understanding if  we tracked learning and 
taught with awareness of these alternative frameworks (25, 33, 58, 
120, 142). Since the cognitive and instructional science research 
studies indicate that we need to teach to the student's present level 
of conceptual understanding, teachers need better diagnostic 
instruments for ascertaining what students believe about what is 
being taught. They also need more refined developmental theory of 
subject matter understanding than presently available to guide 
instructional interventions, and uses of technologies, once one has 
an accurate knowledge diagnosis. 

For these reasons, a substantial federal investment should 
contribute to the creation of new research-guided precollege 
curricula, coupled to new assessment instruments for measuring 
deep conceptual understanding and diagnosing prior understandings. 

3.6. Changing What's Taught 

The cognitive shift in education provides the foundation for calls 
of curricular reform from the research community. Thus, we now 
know that our central goals in education are to have particular 
knowledge structures represented in students' memories that ensue 
in appropriate action, and that capturing subject matter knowledge 
structure in the curriculum to be taught is insufficient. The reason 
is that knowledge is not "transmitted" by education, but constructed 
by learners from educational activities in relation to what they 
already know. Key attention is paid to analysing students' 
alternative conceptual frameworks for reasoning about the topics 

Pea & Soloway 



they are being taught, and whether they are making progress toward 
the formal understanding of subject matter knowledge represented 
by the mature field. A rigid following of curriculum guidelines can 
ignore what students might want to know to help them in learning. 

This cognitive shift has major implications for what should be 
the nature of curriculum, and more broadly what is taught in 
education. Under "what is taught," we include not only the textbooks, 
teacher lectures and demonstrations, and activities such as reading, 
working problems, and class discussions which constitute the bulk 
of instructional interactions used in schools, but also the 
enrichment activities, such as movies, videos, field trips, and 
laboratory experiments, that are adjuncts to the main content of a 
course. 

Below we note the major observations that have arisen as 
consensus points in the cognitive and instructional research 
scientific communities, so that students learn for deep 
understanding rather than surface proficiency in recalling facts and 
formulas and symbol manipulations. We then present research and 
development activities suggested by the experts we consulted as 
means for closing the knowledge and technology gaps. 

Too much is beina tauaht to be learned for understanding. One of 
the most important lessons of cognitive studies of subject-matter 
learning is that teaching for understanding is much more demanding 
of classroom time than present instruction, which teachers literally 
need to race through to "cover everything" (116, 120). And the 
breadth of this "coverage" continues to accelerate as otherwise 
well-meaning subject matter organizations, such as the American 
Chemical Society (187), or the American Physics Society, 
recommend including yet more topics in the precollege curriculum. 
But "less is more" when conceptual understanding is the aim of 
educational activities. This conclusion was reached in a 1986 
research agenda planning workshop at University of California, 
Berkeley and Lawrence Hall of Science (1 1 6: funded by NSF) in which 
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forty-five mathematicians, scientists, cognitive scientists, 
mathematics and science teachers, and curriculum and technology 
experts participated. But deciding what central topics need to be 
taught for- understanding will depend on what we consider to be the 
tasks at which students need to do well. 

To take but one example, an interdisciplinary group at Harvard's 
Educational Technology Center has after three years of research 
devised a one-month unit, using educational software and novel 
teaching methods, that is highly effective in leading ninth graders to 
understand the heat-temperature distinction (201a). This is a 
conceptual hurdle for precollege science, and since it is the first 
time energy is treated, it is intimately related to understanding the 
molecular model of matter, and thus a focal part of any science 
curriculum. But only 5-6 days typically is allowed to cover this 
topic. 

New curricula must recoani7e the existence of students' 
alternative conce~tua l  frameworks and be responsive to them. 
Curricula need to be developed that not only present appropriately 
structured subject knowledge, but materials that address known 
preconceptions students have for the subject matter to be learned. 
There is a great deal of research identifying alternative conceptual 
frameworks students have in science (32, 33, 38a, 39, 40, 58, 60, 
61, 74, 106, 11 6, 177b, 122, 123, 142, 193, 194, 201). But we know 
far less about how to provide instruction that would enable students 
to construct new understandings reflecting the structure of modern 
knowledge. Large-scale research and development projects should 
address these concerns systematically for major chunks of central 
curricular topics. Once students' alternative conceptual frameworks 
for each curricular area are reasonably well-specified, the use of 
knowledge representation languages and artificial intelligence 
methodologies might be used to help automate the process of 
diagnosing a student's current conceptual framework. We also know 
too little about how experiential activities prior to schooling 
contribute to the formation of students' alternative conceptual 
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frameworks; yet such understanding could help guide the design of 
new learning environments for promoting conceptual change toward 
the formal standards of subject understanding conveyed in school 
(89, 116). 

Functional learnina environments can be designed to narrow a= 
I 

. . .  
u~sltlon a d amlication sett'nas 'n soc ety between know edae acq n I I i 

and In education. As earlier discussed, the acquisition of new 
learning in performing whole tasks (such as newspaper 
writinglediting, research in social studies or science, or applied 
mathematics) under the guidance of more able peers or a teacher can 
connect school learning to real societal contexts. Technologies can 
play key roles in this process, and the feasibility of widescale 
implementation of existing prototype efforts with this orientation 
should be examined. 

We must svstematicallv examine how technoloaies can m a k e  
hiaher learnina and com~ lex  thinkina more accessible to more 
learners. Curricula need to change to reflect what it is possible for 
students to do and understand with new technologies. We have heard 
frequent references to the "complexity barriers" involved in learning 
formal topics, particularly in mathematics, sciences, and technology 
(62, 94, 98, 116, 171, 190). It is the belief of many researchers and 
developers of educational technologies that many of the features of 
such complexities are media-specific, and that new learning tools 
can overcome them. More extensive research and development 
collaborations with this theme need to take place between 
professional educator organizations in the subject disciplines and 
the education science community. Innovations are slowly appearing 
in which calculators and computers play integral parts of student 
activities in existing curricula (116, 120), but much more 
comprehensive and innovative efforts will be required. Three major 
directions of curricular tools, building on research earlier 
described, were commonly mentioned as bearing great promise in 
this regard. 
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The first is crafting learning environments with multiple 
representations of knowledge whenever possible, since multiple 
ways of knowing may make a topic more accessible to certain 
learners. If possible, such representations should be linked so that 
the learner may establish intuitive understanding of how changes 
across the representational media are related (97, 154a). Software 
environments with these properties are under development for 
reasoning about intensive quantities (ratio, proportion) and 
algebraic modelling at Harvard's Educational Technology Center (65a, 
97), and for modelling systems dynamics (TERCILesley College: 190). 
The Boxer programming environment (U. California, Berkeley: 63) 
will provide students with linked program outcome and control 
program representations that are now finding their way into 
professional programming environments. Many more topic areas 
could utilize this approach, and research examining the conditions of 
its effectiveness for learning is an important need. 

The second need is deeper understanding of the role of visual 
representations, of pictures, diagrams, graphs, flowcharts, and 
other non-text media in learning processes. Random access videodisc 
and compact optical offer much more provocative but little 
understood educational possibilities than linear videotape. The need 
for research understanding of how such representations function in 
the learning and reasoning processes of students is particularly 
critical because new information technologies provide opportunities 
for much greater exploitation of non-text media. Object-oriented 
graphics editors, digital scanners for photos and video frames, and 
animation tools, are available at reasonably low cost for computers 
in the $2000 range, and are being used for these purposes in learning 
technology development work (1). 

The third need is for programmatic R&D efforts to provide new 
materials that allow the linking and co-articulation of subject 
matter understanding across now-isolated curriculum areas, so that 
students will remember and use task-appropriate collections of 
understandings to solve real problems--which researchers find 
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rarely respect the curriculum boundaries established in school. 
Project work at Vanderbilt University with this emphasis, using 
existing interactive videodisc technologies under microcomputer 
control for promoting integrated learning of mathematics, science, 
and reading, has resulted in promising learning outcomes for at-risk 
middleschool and elementary students (18-20). A particular priority 
and opportunity with this emphasis would be creating learning 
environments for discrete mathematics and statistics--for which 
there are essentially no texts and no teachers at the precollege 
level--even though these have become critical topics for students to 
understand as they enter college. 

In contrast, we found that experts consider curriculum reforms 
designed primarily to "keep pace with the information explosion" to 
be unrealistic. While some have argued that the main need for 
curriculum reforms is the pace of knowledge change, which requires 
new and up-to-date texts and curricula, it is clear that such an 
emphasis, relying as it does on a "knowledge transmission" metaphor 
for the role of education, is fighting a losing battle. There is no way 
to keep pace, so a growing recognition is for the need to teach 
generative learning skills, exercised against the best available 
substantive materials, with clear recognition and communication to 
students that knowledge will continue to change. Educators should 
also stress the acquisition of productive inquiry skills so that 
students can find and reconfigure needed knowledge for their own 
purposes, rather than having information stuffed into their minds at 
a faster and faster pace. 

3.7. Changing What Teachers Do 

Research in the cognitive and instructional sciences earlier 
described on the nature of teaching and learning has major 
implications for what the activities of teachers should be. (Since 
another OTA subreport will deal centrally with such issues of 
teacher education and educational technologies, we will not focus on 
them here.) But several points deserve special mention. The 

9 / 1 3 / 8 8  Pea & Soloway 6 5 



statistics available paint a bleak picture for the teaching 
profession. We have heard expressed particular concerns about the 
low levels of teacher certification in mathematics, science, and 
English; the lack of subject matter understanding even among many 
of those certified; the drop in numbers of new teachers being 
educated; the lowering SAT scores of teachers entering the 
profession; the high rate of forthcoming teacher retirements; and 
the poor image of career opportunities many teachers profess (93). 

Technology has a curious but intriguing role in this picture, and 
unfortunately, little research is available that will help guide 
decision-making about it. Many different roles were described for 
the teacher-technology relation (116a). Only a few of the experts we 
consulted described the preferred role of the technology to be 
directed at replacing the teacher. Some believe that this is what 
"intelligent" tutors are being designed to do, but the general belief 
was that relatively little of formal education can be mechanized in 
that fashion. 

Most experts instead highlighted the ways in which the computer 
can be used to revital ize the teaching profession in many ways (93, 
116a, 203), including: (1) providing better education to teachers 
about the incremental change (rather than all/none) nature of the 
development of subject matter understanding, and teaching 
pedagogical methods for diagnosing students' preconceptions so that 
they will better be able to know where students are in the learning 
process; (2) changing teachers' roles and making their work more 
interesting--in particular making their role more one of "coach" than 
delivery agent of learning (the assumption being that small groups 
or individual students can focus on thinking and problem-solving 
through the use of such tools such as micro-based labs, 
microworlds, word processors, and database programs); (3) 
promoting more effective learning of subject matter, reasoning 
skills, and pedagogical methods through uses of the technology 
itself, through in-service, pre-service, and networking activities. 
Perhaps the greatest satisfaction of all for teachers, if present 
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research understanding finds its way into practice, will reside in 
providing students with better understanding than they have before. 
And while few now believe that computers will necessarily make 
teachers' lives easier, they may make their work much more 
interesting and challenging intellectually. 

Our experts consider a focus on teachers to be essential. As one 
research scientist assessed the present state: "The problem with 
education now is not what students are capable of, but what 
teachers are capable of, given their previous education. There is a 
general consensus, at least in science learning, that teachers need 
to teach to students' conceptual understanding. Students interpret 
curriculum in terms of their preformal conceptual frameworks. The 
major problem of educational research and development is to 
educate teachers about this consensus view, and in how to diagnose 
students' alternative frameworks for thinking about what is being 
taught" (Dr. Susan Carey, MIT). 

3.8. Changing the Schooling Environment 

Research from the education sciences revealing the influence on 
learning of the social context and schooling environment has major 
implications for designs of school learning environments. Some 
directions considered promising for change are those in which 
teachers teach partly by modelling thinking processes (e.g., in 
reading comprehension) and engaging students in "cognitive 
apprenticeships," in which an environment is created for promoting 
students' positive self-images as learners, and in which peer 
collaboration and tutoring, and small-group learning are encouraged 
(51, 52, 153, 154a). But these opportunities are poorly understood at 
the present time in relation to technologies, even though they are 
integral to effecting school change that builds on research 
knowledge. For this reason, new empirical studies are required. 
Research and technology development activities at this level of 
analysis, which has been described as "microsystems," 
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simultaneously studies the social organization of instruction and 
curriculum content (1 20). 

Technologies may have a special role to play in the future of 
microsystems research. Networking technologies would 
fundamentally change the communication systems of classrooms, 
connecting teachers and students to other learning and teaching 
resources, both human and informat ion databases. 
Telecommunication technologies such as major networks and local- 
area networks (LANs) are currently cumbersome and costly for 
schools to implement. The importance of the planned NSF support for 
developing high-speed, high-bandwidth compatible national 
networks to replace the present Arpanet system has been aptly 
described as providing the information equivalent to the interstate 
highway system. Smaller-scale but parallel federally-initiated 
efforts should work at the school-level, and could solicit 
complementary local and state education funds for this purpose. 
Research and development efforts are needed that aim for cheap, 
compatible networking hardware and software to support 
collaborative project work and cooperative learning activities 
within and across schools, and access to information databases on- 
line. Such work would require basic studies of human-computer 
interaction for student-appropriate interface designs (71a). 
Satellite transmission of educational materials also requires 
careful study, but it is important that the cognitive shift in 
education outlined throughout this report be reflected in 
experiments involving this technology. 

While these telecommunications may dramatically expand the 
learning and teaching resources available for students and teachers, 
some concern has been expressed that the communication 
infrastructure of schools is vastly underdeveloped to support these 
changes: since so few classrooms have telephones, how likely is it 
that they will support costs of modems, local-area network cabling, 
networking, and satellite transmissions? 
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3.9. Other Needed Research and Development Activities 

Several priorities were described which do not fit well in the 
categories outlined above, because in an important sense they 
involve all of the categories. 

Comparative research evaluations are needed of different 
approaches to the same instructional task to test the strengths and 
weaknesses of different learning theories. Several experts 
suggested that present development environments for the 
programming of prototypes of education technology such as 
1n te rL i s~ -O ILOOPS (Xerox PARC: 13) or Boxer (U. California, 
Berkeley: 63) would allow graduate students to do this in a 
semester. Implementations would be tested formatively (for 
interest, comprehension), summatively (for learning outcomes), and 
in terms of the quality of the revised learning theory generated. 
More graduate students, hardware, and laboratory schools would be 
required to do this any more broadly than at two or three research- 
oriented laboratories (e.g., U. Pittsburgh, Berkeley, Carnegie-Mellon). 

A cluster of other important issues centers on establishment of 
standards, compatibility, and R&D that would contribute to 
improving production economy for educational technologies. 

Standards in interface design are needed to reduce for teachers 
and students learning time and to ensure compatibility for cognitive 
workbenches such as text editors, drafting programs, theorem 
proving assistants, algebra assistants, outlining tools, 
spreadsheets, graph plotters. Additional work on interface 
conventions for accessing/storing data that would be readily 
accessible to, for example, elementary school children will be 
important. (Much like what has occurred in the acceptance even by 
IBM, in their new Personal System series of computers, of Apple 
Macintosh interface conventions such as files-as-icons, multiple 
windows, and pull-down menus). These developments are not likely 
to take place in the commercial arena because of the low- 
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profitability of educational technology materia 
critical for education. 

Helping reduce costs of producing technological 
goal mentioned by experts as an appropriate fede 
159a). For example, "coursewareR development, as 

s, but will be 

media is another 
al role (28, 126, 
defined by sharp 

domain boundaries and clear sequential strategies for instruction, is 
often provided, particularly in commercial and military training 
applications, by instruction-controlled videodisc, videocassettes, 
intelligent tutors, which are highly expensive. It has been observed 
that typical expensive production methods, coupled with keen 
commercial competition, has resulted and will continue to result in 
poor quality instructional goods. This problem also exists, but to a 
lesser extent, for the costs of courseware production involving more 
flexible browsing/resource systems (CD-ROM, databases), where 
many activities are locally adapted and not specified at great levels 
of detail since they are under greater user control. 

Two strategic approaches may meet this problem of costs (159a). 
One involves lowering development costs, the other improves the 
analysis /evaluation of instructional products. These approaches are 
in contradistinction to the present trends of increasing the 
effectiveness and variety of such educational media. 

Lower development costs and more efficient production would be 
likely to arise from better theories of learning, since empirically- 
grounded principles would lead to better first prototypes, and 
instructional development costs are dramatically reduced by how 
good a version of a product one begins with in testing. Such an 
objective calls for basic learning research aimed at facilitating 
effective instructional design and intervention, and increasing our 
capacities to assess competencies in knowledge domains. Without 
goals for educational products, drives for more-economic 
development are aimless. As discussed elsewhere in this report, 
present testing measures are inadequate to these purposes, since 
they do not provide the needed instructionally relevant observations 
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about a learner's level of understanding and skills, and qualirative 
observations of student performance are insufficiently rigorous. We 
are in particular need of such methods for determining competence 
in the broadly taught school subjects, and their availability could 
have critical impact on the quality of teaching and learning, and the 
design and production of instructional technologies. 

The other strategy aims at reducing costs of both the synthesis 
of educational technology materials. As for synthesis, there are high 
costs associated with gathering and extracting information--textual 
and graphical--required for design of instruction. This activity is 
often underemphasized since reference materials are considered to 
be widely available for presently taught school subjects. Requisite 
tools include those for automated indexing, and Al-supported 
information retrieval methods. Substantial basic research on 
techniques for effectively indexing and retrieving graphics are 
needed. Instructional designers would often like information menus 
for choosing content, and readily-reconfigurable databases devised 
for these purposes could also be used by teachers for preparing 
lessons, and for students in research activities and report 
preparation. A related goal is to develop highly-automated camera 
and videorecordinglediting equipment, so that urgent educational 
problems may be met creatively by teachers without the over- 
emphasized (from a pedagogical perspective) broadcast production 
aesthetics of present educational video. 
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4. Policy Suggestions: Plans for Revitalizing American 
Education 

In the foregoing, our primary intent has been to describe in the 
somber tones of academic prose the advancements in education 
science and technology that presage fundamental changes in 
education. However, our intent is also to generate genuine 
excitement for a vision of the future where education is a vehicle 
for empowerment; where learning is exciting, stimulating, fun; 
where kids are active participants in a profoundly important 
individual and social ritual -- that of idea creation and idea 
interchange. For example, consider the following technological 
products that are literally just around the corner: 

rv. not rust re- a b u t  hrsto~y: Developing 
interpretations for events is a key activity of historians. 
Imagine, then, that you are trying to understand the 
influence of various paintings on the writings of Robert 
Browning. You can select a piece of Browning's text, and 
call up --- on your computer screen --- the paintings that 
Browning was thought to have known about. You then piece 
together an argument on "influences": the golden color of 
the wheat in this painting appears to be reflected in this 
poem, and so forth. However, given the uncertain travel 
arrangements -- which you get by looking at travel 
documents, also on your computer screen -- it seems 
unlikely that Browning could have seen the painting before 
he wrote the line. And so on. Without the computer, this 
historical investigation would either have been impossible 
or highly problematic--- especially for a student in a rural 
school nowhere near the primary sources. 

Poina science. not iust readina about science: Acid rain is a 
hot research topic in science today. A rich corpus of data is 
going to be crucial to pin down exactly how this phenomena 
works: there are surely multiple lines of causation and 
interacting factors by which acid rain occurs. What if  
25,000 students collected data on this topic in different 
regions of the country, and collected data on various 
environment factors, e.g., the amount and type of industry 
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in the area, numbers of smokestacks, and so on. And, what 
if these students were able to put these data on-line, so 
that all 24,999 other students might have access to it for 
analysis, for on-line discussions of the trends, and to spur 
further research. And, what if data analysis tools were 
available, and simulation programs to model acid rain's 
effects. It is not implausible that some students may 
develop fine conjectures and scientific explanations for 
aspects of the acid rain problem: the data and the analysis 
tools accessible by the 25,000 students are comparable to 
that accessible by a "true" bench scientist. Who is the real 
scientist now? 

art. not lust r e m a  about art: Everyone at one point 
or other dreams about being a movie producer. Talent aside, 
the logistics prevent all but the most motivated to get a 
chance. However, through the use of "video design 
programming languages" and electronic networks tied to 
databases of video-images, students can create their own 
personalized videos --- while sitting at their desk. 

The above vignettes are not blue-sky, wishful thinking: education 
science and technology has developed the theory and the 
technological base for creating these sorts of dynamic educational 
products. In fact, each of the above are in the prototype stage now. 

What are called for, then, are mechanisms through which a 
systematic multitude of vignettes of the above sort can be realized. 
More generally, mechanisms are needed by which the broad, but 
focused changes described earlier, in what students do, how they are 
taught, etc., can be brought about. What should be the federal role in 
developing and nurturing such mechanisms? 

In this section, then, we present three alternative courses of 
action for the federal government. 

O ~ t i o n  1: Sianificant increase in Federal s~ending. In this 
plan, we call for the creation, over a 10 year period, of 6 
major Centers for Interactive Technologies in Education, 
plus the need for a substantial increase in funding of 
individual researchers. 
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2: -8 in Federal SD- In this plan, 
we call for the creation of only 1-2 centers, with only a 
minimal increase in funding of individual researchers. 

~ t ~ o n  3: No increase In F e w  s~endinq. Under this option, 
the federal role would be as it is now. The burden of 
furthering education, then, would fall to the private sector. 

We go on to assess the effectiveness of the mechanisms in each of 
these options with respect to the following four goals for 
educational vitality emphasized by many of the experts we 
interviewed. The achievement of these goals will provide the basis 
for the wide-ranging, deep changes we indicated earlier were 
beginning to take shape: 

Goal 1: Producing and explorina new ideas in education 
science and technoloav.  Our storehouse of ideas in 
education science needs considerable expansion. We need 
more deep theories of learning, teaching, understanding, 
expertise, etc. Moreover, we need to explore these ideas in 
a systematic fashion. Under the current environment, 
researchers must often drop a line of inquiry due to the 
vagaries of funding without an adequate assessment of its 
potential. Still further, we need to develop ways to quickly, 
and cost effectively, prototype and evaluate technological 
innovations. 

Goal 2: Developing an extensive communitv infrastructure. 
Work in education science is inherently multi-disciplinary, 
and labor-intensive. Simply put, we need a major influx of 
talented individuals who are committed to doing something 
significant in the field. We need to provide clear avenues 
for the development of first-class researchers and 
developers. 

Goal 3: Provdna professional devekwment o o p o ~ ~ w t b e ~  
. . . . 

High on the list of priorities must be ways to involve the 
classroom teacher more actively in all phases of 
innovation: from idea conception to research, product 
development and evaluation, teachers need to be involved 
as first-class citizens. A plan of action that does not 
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allocate a substantial portion of its budget to "in practice" 
issues will not result in the changes we described earlier. 

al 4: Pro- and d s s e m l m a  t e c h n o l o w  o~qductS, 
The cost of developing high-quality, educationally- 
principled technological artifacts is high -- and the return 
on investment may well not be there. This is a plain fact 
that educational software houses and publishers, for 
example, know only too well. Creative strategies need to be 
developed to support commercial concerns, while not 
unduly constraining researchers' imaginations. Current 
modes of marketing and distributing technological products 
are both costly and oftentimes ineffective. Again, 
strategies need to be explored that bring products to the 
public in a timely and affordable manner. 

In what follows we examine the potential of each of the three 
options for achieving the above four goals. 

4.1. Option 1: Significant Increase in Federal Spending 

This first option has a 10 year duration, with three overlapping 
phases: 

tructura -- create Centers for 
Interactive Technology and Education (CITE) where 
research, development, dissemination, and evaluation take 
place in a realistic learning and teaching situation. 

a t ~ o n  to Publ~c Schools - - 
facilitate active commercial distribution of the CITE 
products, and develop the baseline technologies that will 
enable teachers and students in the schools to have 
nationwide access to products, information bases, etc. 

Phase 3: Accelerate to Nation-wide Dissemination - -  
provide access for every school to a Resource Center that 
can assist teachers in integrating the ideas and technology 
from education science into their classrooms. 

This option is based on: (1) our analyses of effective organizational 
structures in comparable fields (e.g., biomedical engineering) and (2) 

9 / 1 3 / 8 8  Pea & Soloway 7 5 



on recommendations from the experts we interviewed. For example, 
almost universally, our experts stressed the need for nationally 
sponsored centers that would bring together a critical mass of 
people, with ideas, talents, and skills, to work on the complex, 
important problems in education. Moreover, essentially all the 
previous reports on policy recommendations have suggested 
comparable mechanisms (25, 11 2, 113, 116, 120, 121, 131). 

Phase 1: Establish Infrastructure. There are two major 
thrusts to be accomplished during Phase I: 

Develop Centers for lnteractive Technologies in Education 

Increase support for individual investigators as well as 
provide supports for commercial enterprises that are 
involved with educational technology. 

Centers for lnteractive Technologies in Education 

A major innovation proposed is the establishment of 6 Centers 
for lnteractive Technologies in Education (CITES) across the US, over 
the next five years. Two centers would be established in Year 1, 
while one center would be established in each of the 4 succeeding 
years (of Phase 1). Each ClTE would be intimately tied to both a K-12 
school system and a major research institution. There would be two 
major functions of each CITE: (1) conduct both basic research in 
education science (the cognitive, social and instructional sciences), 
and (2) carry out development and dissemination of technological 
products. In addition, each CITE would have the following sorts of 
functions: 

holding workshops for teachers in the CITE-associated 
school and for other teachers and educators in the area, 

hosting visiting faculty and post-doctoral fellowships, 

providing research/development facilities for graduate 
students, 
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disseminating the ClTE developed products on a large- 
scale, e.g., interact with commercial enterprises for the 
marketing and support of technological products. 

As detailed in Table 1, the cost of one center, when equipment 
and support personnel are added in, is estimated to be approximately 
$10 million per year. This figure is higher than that typically 
associated with centers (e.g., Learning Research and Development 
Center at the University of Pittsburgh, or the Educational Technology 
Center at Harvard). However, as we briefly outlined above, a ClTE 
would be a much larger enterprise than are the current centers. 
However, as Table 1 clearly shows, close to 3O0I0 of a CITE'S support 
goes for "in practice" support: providing the children and teachers in 
the attached school with hardware and software, providing staff to 
work with teachers and schools in the region, and providing support 
staff of for the dissemination of the CITE-developed technological 
products. These functions are not a major part of any current center; 
by and large these functions just aren't being carried out. 

Each ClTE should be located at a major center of research. This 
model is one that is currently being employed (e.g., the Educational 
Technology Center, is located at Harvard.) Moreover, to foster both 
synergy and diversity -- and to create a critical mass -- we propose 
that a ClTE be composed of 5 senior researchers and a staff of 
approximately 50 associate researchers and developers. (In addition 
to full-time staff personnel, research and development groups will 
draw on visiting faculty and CITE-sponsored graduate students.) The 
1:10 ratio is one that is common in productive research laboratories. 
Thus, a ClTE is a major institutional structure. 

We propose that the ClTEs not be chartered to focus on particular 
curricular topics, particul'ar grade levels, or particular technologies. 
Rather, we propose that ClTEs be encouraged to explore the full 
spectrum of topics, grade levels and technologies. The multi-media, 
interactive technologies actively facilitate the crossing of subject 
boundaries. In the "acid rain project" cited earlier, writing, 
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els and for a ClTF Per Y w  

1 Senior Staff 5 $200,000 $1,000,000 
2Support Staff 
Post-doctoral Fellowships 
Visiting Faculty 
Graduate Fellowships 
3~ ta f f  to work with school teachers 
4Equipment/School/Hardware per student 
Equipment/SchooVSoftware per student 
5Equipment/SchooVHardware per teacher 
Equipment/School/Software per teacher 

TOTAL 

Cost of Phase 1 

Year 1 (2 CITEs) 
Year 2 (1 New CITE, total 3 CITEs) 
Year 3 (1 new CITE, total 4 CITEs) 
Year 4 (1 new CITE, total 5 CITEs) 
Year 5 (1 new CITE, total 6 CITEs) 
Year 6 (6 CITEs) 
Year 7 (6 CITEs) 
Year 8 (6 CITEs) 
Year 9 (6 CITEs) 
Year 10 (6 ClTEs) 

Total for all ClTEs 

TABLE 1. 

10f the $200K per senior researcher, approximately $80K goes for salary, while the 
remaining $120K goes for "indirect costs" and equipment. This level of "burden" is 
typical of active research and development environments. 

20f the $100K per researcher/developer, approximately $40k goes for salary while 
the rest goes for indirect costs and equipment. 

3 ~ h e r e  will be one resource person assigned to each grade (class) in the CITE school 
whose explicit role will be to facilitate the back and forth transfer issues associated with 
using the technology in the classroom. 

4We estimate 30 students per class for each of 13 grades (classes). 

5Each classroom teacher needs to have a modest hardware (and software) budget. 



communicating, and mathematical skills arise naturally in the 
context of the scientific research that the students are carrying out. 
And numerous experts consider grade-level accessibility of complex 
concepts and skills quite malleable with computer technology 
supports. 

Following the guidelines for the new NSF centers, and for other 
comparable institutions (e.g., MCC in Austin, TX), the cost of a ClTE 
would be borne in part by the federal government, and in part by 
private industry. A commercial concern would buy in for a share, and 
have access to various center resources. Similarly, DOD would be 
encouraged to participate in the ClTE program. While the details 
need to be carefully worked out, the point is that such joint federal- 
commercial funding relationships have recently been found to be 
effective, and thus we have reason to believe that such an 
arrangement would work in this area also. 

With that brief description of the functional architecture of a 
CITE, let us now assess the utility of a ClTE with respect to the four 
goals identified earlier as being critically important for revitalizing 
American education: 

Goal 1: Producina and ex~lorina new ideas in education science and 
l echno loa~  

Support the integration of research and development. Over and over 
again, our experts made strong recommendations that theory must 
not be divorced from practice. That is, the most common model of 
research and development is that research constructs a theory, 
hands it off to the developers, who then make it into a product. 
However, this model of the relationship between research and 
development has not been an effective one in education. Rather, 
education must be viewed more as an engineering discipline than as 
a pure science: in education, theory must lead to products, feedback 
from which helps to reshape theory. In what follows, we sketch four 
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reasons why the CITE model in Option 1 puts significant emphasis on 
facilitating the integration of theory and practice. 

First, theorists need to study real phenomena: the phenomena 
under study in the cognitive, social, and instructional sciences do 
not lend themselves to "laboratory study," where small, isolated 
components are studied and for which circumscribed theories are 
constructed. Theories o f  nonsense syllable memory, while 
permitting controlled experimentation, simply do not scale up to 
realistic learning situations. Rather, laboratories for developing 
viable theories of learning and teaching are just the naturally 
occurring learning, teaching situations themselves. 

Second, developers need a direct channel to researchers, since 
realizing complex theories in an educational product requires 
considerable interaction between theorists and developers. The 
costs of producing technological products can be dramatically cut as 
a result of the close collaboration between researchers and 
developers. In particular, armed with better theories, the developer 
has a better chance of developing a more effective prototype the 
first time around. Without such a theory to use as a guideline, one is 
surely less confident that what one initially produces will be at all 
useful. 

Third, there must be a direct l ink between the 
researchers/developers and the school teachers, who ultimately 
have the responsibility for employing the developed technology in 
the classrooms. There are a number of reasons for the need of this 
direct link. For one, teachers need to be integrated into the process 
of educational technology research and development, from 
conception to final product delivery. Seco.nd, education is like the 
fields of medicine and engineering: new ideas and products are 
constantly being produced, and thus medical professionals and 
engineers need to be life-long learners about their fields. Similarly, 
teachers need to contribute to and be kept abreast of new 
developments. If such inservice interchanges are integrated into the 
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research and development laboratories, then the lag time between an 
idea and its dissemination is considerably shortened. Moreover, the 
critical feedback by the teachers can provide key insight for the 
researchers and developers. 

Fourth, since, as we argued earlier, education is exceedingly 
complex, education science researchers are often quite surprised by 
the interaction that results when students meet theory-motivated, 
technological products. Researchers may need to substantially 
change their theories, while developers may need to substantially 
change the design of their products. In sum, then, we feel that the 
organizational structure employed in bio-medical and bio- 
engineering research is an appropriate one for educational 
technology research: there theory and practice are integrated in an 
effective synergy. 

Support for the sustained interaction of colleagues from many 
disciplines. Research in education science is inherently multi- 
disciplinary; the production of insightful theories and effective 
technological products requires the active participation of 
psychologists, educators, computer scientists, anthropologists, 
sociologists, graphics designers, subject matter experts, video 
producers, hurnan-factors specialists, etc. 

Provide a rich source of technology for experimentation. Technology 
creates new possibilities; what can be done with technology often 
outstrips what people believe it is possible to do. Researchers and 
developers in educational technology need to have access to a wide 
range of technologies; they need channels into the manufacturers for 
experimenting with the latest equipment. While it may take time for 
the latest technological innovation to percolate down to the schools, 
nonetheless, researchers and developers who have access to the 
latest in technology can plan an orderly, effective transition between 
what is now available and what will be available. In addition, the 
technology often permits the researcher and developer to do things 
that couldn't be done before: the technology opens up whole new 
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avenues. For example, CD-ROM permits an individual to literally have 
at hislher fingertips as much information as was available before in 
a small library. Given that this enormous amount of information is  
now available on immediate demand, w e  need to rethink how 
information needs to  be organized, so  as to facilitate the cognitive 
processes of information search and utilization. 

Goal 3: n e v e l o ~ i n ~  an extensive communitv infrastructure, In order 
to insure a sufficient number of researchers and developers to reach 
a critical mass in education science, adequate training environments 
and career paths must be provided. While there are schools of 
education, the majority of research in the cognitive, social and 
instructional sciences is taking place outside schools of education, 
by isolated investigators working in the traditional departments of 
psychology, anthropology, sociology, mathematics, computer 
science, or small to medium sized laboratories of research and 
development. Those disciplines have their own well-established 
methodologies, evaluation criteria, career paths, etc. Oftentimes 
there is conflict between the traditions of a discipline and the goal 
of producing theory and product in education. For example, if one is a 
graduate student in computer science, working on a Ph.D. in 
artificial intelligence, the objective must be to produce something 
acceptable to computer scientists, not to educators. Thus, concern 
for education must remain secondary in these traditionally- 
structured departments. 

In contrast, CITES can provide a "home" for researchers and 
developers to contribute to education science. A CITE offers the 
setting in which training of individuals can be effectively carried 
out. Moreover, given the proposed extended life span of the CITES, it 
would be a reasonable place for career satisfaction and 
advancement. 

Goal 3: Providina ~rofessional  deve lo~ment  o ~ o o r t u n i t i e ~ .  It is 
critical that classroom teachers become involved in ideas and 
developments of education science and technological innovations. In 
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line with our emphasis on integrating theory with practice, ClTEs 
can provide an excellent environment for teacher professional 
development. CITEs, as part of their basic charter, should run a wide 
range of workshops and courses expressly designed for classroom 
teachers. ClTE researchers and developers will be encouraged to 
involve classroom teachers during even the earliest phases of their 
projects. Thus, teachers will be linked into the new ideas at all 
levels: from basic research to dissemination and use. 

issem Goal 4: Producina and d inatina technoloaical ~roduc&. All too 
often researchers and developers ignore the significant costs and 
talents involved in successfully marketing and distributing a 
product. One-of-a-kind deals between pu blis herslsoftware houses 
and researchers/developers just don't offer any economies of scale. 
ClTEs can expressly be designed to provide a continuous stream of 
products for the commercial sector. This continuity of product 
availability makes it worthwhile to establish high-bandwidth, long- 
term relationships with commercial enterprises. In turn, these 
serious relationships will cut down on the unconscionable delay that 
now exists between conception and realization: there will be a clear, 
well-defined, well-oiled path from idea to utilized products. 

In sum, then, the ClTE model seems like a good candidate 
mechanism for achieving these critically important goals. 

In the above discussion, we have highlighted the "pros" of the 
ClTE strategy. We now turn to addressing specific "cons" that can, i f  
not dealt with explicitly, detract from the effectiveness of the 
center concept: 

There is a danger that centers will lose their 
innovativeness. Key to lessening the chances of such a loss 
will be mechanisms that provide for renewal and for 
interaction with other CITEs, individual researchers, and 
organizations. For example, ClTEs should explicitly rotate 
their staff through other CITEs: this mechanism will help 
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to spread good ideas, and to provide infusions of new ideas. 
Also, we suggested that ClTEs not necessarily be mission- 
oriented; the senior staff, as well as the associates and 
teachers themselves should provide a drive for innovation 
and diversity. 

There is a danger that there will be conflict between a 
ClTE and its host institution or other institutions in the 
field. For example, there is a concern that ClTEs will 
swallow up research personnel; non-CITE universities may 
not be able to provide an attractive enough environment. 
Staffing is a problem: there are presently not enough 
qualified individuals to populate ClTEs and universities. 
However, there is good reason to believe that staffing 
problems will lessen: ClTEs will be major training grounds, 
and increased recognition of the importance and support of 
education science will result in its ability to draw high- 
quality individuals into the field. 

There is a danger that support for ClTEs will become unduly 
influenced by political, regional, administrative, etc. 
considerations. Channeling significant resources to ClTEs 
(and individual investigators) will naturally attract 
attention. One of the functions of a ClTE is dissemination: 
such an activity will provide the basis for informed 
decision-making. 

In sum, the center concept is not without its risks. Nonetheless, the 
demand for centers was almost unanimous among the experts we 
interviewed. Thus, the risks were deemed well-worth the 
undertaking: the benefits of centers outweighed the risks. Given the 
importance of centers, it is definitely worth the effort to find ways 
to minimize their drawbacks. 

Our suggestion for six ClTEs is based on a number of factors. 
First, our experts repeatedly spoke of the need for a diversity of 
ideas: a few ClTEs might well not provide enough material in the 
gene pool, so to speak. Also, our experts spoke of the power of 
synergy arising from a critical mass of top-flight workers 
interacting. While ClTEs may each have different theoretical 
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stances, interaction among ClTEs will expressly be fostered. Second, 
the commitment of significant resources, in terms of a substantial 
number of CITES, will have its own impact on various fields and 
individuals. It is our sense that once world-class scientists and 
scholars see that America is serious about dealing with education, 
they will come and join, even if just temporarily, in the work of a 
CITE. The contribution of these individuals will be significant. 
Students will then be able to experience the excitement of dealing 
with the frontiers of knowledge first hand; they won't need to wait 
years until their textbooks are updated. 

As detailed in Table 1, the cost of developing and maintaining 6 
ClTEs over the 10 year period is roughly $500 million. While on the 
surface this figure might seem high, we hasten to point out: (1) that 
this amount would be spent over a 10 year period, and (2) if we can 
use the F-14 fighter plane as a unit of measure, the CITE portion of 
Option 1 can be viewed as costing less than one F-14 per year for 10 
years. It is important to note that what we are proposing would not 
"naturally" happen: current levels of funding for research and 
development in education do not come close to what is needed, nor 
would the commercial or DOD sectors naturally put forward this 
level of support. Thus a major "delta" is needed by the Federal 
government in order to make this plan happen. 

Support for Individual Investigators and Commercial Concerns 

While Centers for Interactive Technologies in Education will be 
the major cost of Phase 1, there is a second mechanism that needs 
to be in place to insure progress in this area. Namely, support will 
still be needed for individual investigators working at their home 
institutions. Centers by their nature will encourage a focusing of 
attention on specific problems from specific paradigms. However, 
the independence of the individual investigator allows himlher to be 
less tied to a reigning paradigm. Note too that graduate students are 
often supported by such research grants. Moreover, given the variety 
of directions within education science and technology, we need many 
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projects that explore the myriad of potential avenues. While current 
funding levels appear to be only marginally adequate for even today's 
researchers, as the field grows more and more individuals will be 
competing for funds. Thus, this pot needs a significant infusion of 
funds in order to keep abreast with the increasing numbers of 
researchers competing for support. 

In addition, we need to set up a mechanism by which developers 
of technology-based products can gain support for their efforts. For 
example, currently software houses are frankly loathe to undertake 
development for the education market: development costs are high, 
and the market is perceived as limited and fickle. Upfront risk 
money and planned subcontracts through CITES could be provided to 
ease the burden of developers; a return of the percentage of profits 
would be an acceptable cost for this type of assistance. 

Phase 2: Begin Dissemination of Ideas and Technology. 
The objective of Phase 2 is to begin to get the ideas and technology 
developed by the ClTEs (and by individual investigators) out into the 
schools. We see two major mechanisms for this transition: (1) the 
active participation of the commercial sector, and (2) the use of 
technology itself --- high-bandwidth, nationwide computer 
networks, and machine readable information bases --- to provide for 
the dissemination of product and information. We propose that Phase 
2 begin in Year 2 of Phase 1. There is no reason to wait for the 
completion of Phase 1: the development of both mechanisms will 
take time, and thus they should be started early, and products should 
already be coming out of the pipelines at the ClTEs by the end of 
year 2 of Phase 1. Since the technological developments of this 
phase will interact with the commercial sector's activities, we will 
address this issue first. 

Computer networks promise to fundamentally change how 
information is distributed. Right now, there are elaborate schemes 
for moving physical objects --- that contain graphics, text, music, 
etc --- from one place to another. However, it doesn't take a crystal 
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ball to see that, if the information in those physical objects is 
placed on a "machine readable medium" (e.g, CD-ROM), and if each 
school desk is wired to a computer network which enables the 
student at the desk to tie into a computer thousands of miles away - 
-- instantly ---- then access to information no longer is a problem. 
Any (and each) student can have all the letters written by George 
Washington to Benjamin Franklin "on his desk" --- in micro-seconds. 

We need to set in motion a systematic plan for creating just such 
computer networks and machine-readable databases. The DOD will 
continue to upgrade their telecommunications network (the 
ARPAnet). Education needs its champion to put up the resources for 
building the analogue of the national highway system for the nation's 
schools. Commercial concerns will contribute to this effort, since, 
as we argue below, it is in their best interest to have high- 
bandwidth conduits to and from schools. Similarly, while the Library 
of Congress will no doubt be converting portions of its collection to 
machine-readable form, this process also needs an extra jolt of 
support, focusing on high-use educational materials, in order to 
accelerate the process. 

The agreements between ClTEs and commercial enterprises 
("book" publishers, software development houses, etc.) will be 
especially economically viable i f  ClTEs can readily transmit 
products to these enterprises in a format that requires little 
subsequent transformation on the part of the enterprises 
themselves. For example, if a CITE personnel wants to publish a 
book, the cost of producing a hardcopy version of that book would 
certainly be reduced if the author can simply transmit machine- 
readable text directly to the typesetters. Similarly, if "book" 
publishers ca-n transmit to customers essentially what the author 
sends in, then the cost will again be reduced. The mechanism for 
both transmissions is computer networks. Clearly issues of 
copyright, cost, etc. need to be thought through and equitably worked 
out (e.g., a charge for use scheme may well be viable). Note that 
publishers and software houses need not wait for the existence of 
9 / 1 3 / 8 8  Pea & Soloway 8 6 



the computer networks to begin the process of finalizing, marketing 
and distributing products developed at a CITE. 

State and local institutions need to enter the picture in Year 2, at 

the beginning of Phase 2. Clearly, they will play a key role in (1) 
shaping the particular products coming out of the centers, as well as 
(2) in planning and facilitating the dissemination paths from the 
ClTEs to the schools. Some formula will need to be developed 
whereby state and local governments contribute funds to support 
these activities. 

In effect, Phase 2 simply takes the "integration of theory with 
practice" one step further: ideas and products need to move from the 
schools associated with the ClTEs to schools nationwide. 

Phase 3: Accelerate to Nationwide Dissemination of 
Ideas and Products. During this final phase of the ramp-up effort, 
the objective is to make the fruits of the research and development 
available on a national scale. The key factors during this phase are: 
(1) teacher education, and (2) commercial involvement. 

Not unreasonably, teachers will not have had much exposure to 
the ideas of education science, as we have described them here, nor 
to the diverse types of interactive, multi-media technology, and the 
educational products that employ those technologies, that are 
coming to be available. A significant effort needs to be made to 
provide teachers with professional development opportunities that 
will aid them in understanding and using these ideas and technology 
products. Summer workshops, in-service seminars, sabbatical leaves 
to work at a CITE, etc. will need to be supported. We can't stress 
this need too highly: considerable funds need to be made available 
for this effort. 

Similarly, the ideas and technologies developed through Option 1 

support need to move into schools of education, and traditional 
academic departments at universities and colleges. We propose that 
CITE staff rotate out into the academic community in order to carry 
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the ideas and technology first hand. Similarly, we see visiting 
faculty playing a critically important role in facilitating the 
transition to non-CITE locations. 

Just as teachers are the ultimate implementors, commercial 
concerns are the ultimate distributors. We have argued previously 
that incentives, supports, grants, etc. need to be developed in order 
to provide commercial concerns with that critically important 
assistance in the volatile educational market. 

A National Advisory Board should be set up to oversee and assess 
the progress made at the various ClTEs and by the other participants 
(individual researchers, commercial concerns). This body would not 
have a regulatory role. Rather, there is great need in this sort of 
endeavor for providing alternative perspectives: we all need help 
seeing the forest for the trees. The Advisory Board will provide 
valuable feedback to CITES, to funding agencies, etc. on these 
institutions' directions and themes. 

Option 1 will work only if its funding is continuous. The experts 
we interviewed repeatedly stressed that the infrastructure of the 
education science and technology field must be stable in order to 
attract and keep the key players, and it must be stable in order to 
provide for orderly transition of graduate students into career paths. 
While particular ClTEs (or individual investigators, commercial 
concerns, etc.) may go "out of business" the overall level of support 
for the plan must be stable. While we recognize that minor glitches 
may arise, significant reduction in funding would be disastrous. 
During the last decade, support for research in science education 
virtually disappeared for a few years. Not unreasonably, many of the 
best people left the field. It is the consensus of the field that we 
are only now beginning to recover from that instability of funding. 

Note that the ClTEs will continue to operate at full capacity 
during Phases 2 and 3. It is not the case that they will solve the 
9 / 1 3 / 8 8  Pea & Soloway 8 8 



problems of education during Phase 1. Education is a dynamic 
process, and we need to respond to changes in principled ways. 
Ongoing efforts at the various CITES (and continued support for 
individual investigators) will provide American education with the 
capacity to be both reactive and proactive to our constantly changing 
world. 

Lest this point has gotten lost in the detail: Option 1 is one that 
was developed on the basis of analyzing comparable work models in 
other fields, and on the basis of recommendations from a broad 
range of leading experts in education science and technology. While 
there will surely be disagreement about particular points of Option 
1 from our experts, we feel confident that we have represented their 
expert opinion fairly. 

Finally, what kinds of outcomes can we predict will flow from 
Option I ?  There are essentially two: (1) the field of education 
science coming into its own as a significant field of study, with 
rich, powerful theories that deal with real learning and teaching 
phenomena, and (2) a wide range of principled, technological 
products that should provide the critically important leverage that 
is needed to enable American education to meet the the challenges 
of the 21st century. 

4.2. Option 2: Modest Increase i n  Federal Spending 

While Option 1 called for a 10-year effort, with six Centers for 
Technology and Education (CITE), plus substantial increase in funding 
for individual investigators, Option 2 calls for the following: (1) 1-2 
CITES, plus (2) only an increment increase in support of individual 
investigator research. This level of funding is still substantial by 
comparison to the current situation. Since the community is 
currently productive even with limited resources, we see the 
increment in funding, while modest, will nonetheless result in 
enhanced productivity. In particular, this increased level of support 
should definitely result in many more spotlighted projects. 
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However, the main weakness of this level of support lies 
precisely in its producing spotlights, and not a coherent, systematic 
exploration of ideas and technology. The experts we interviewed by 
and large stated that what is needed are major demonstration 
projects of signif icant scope and duration; piecemeal 
demonstrations --- spotlights --- are where we are now. One or two 
CITES would not be able to undertake many large-scale projects. 
Moreover, our experts often voiced a concern that support for only a 
very limited number of such large-scale projects might well be 
risky: only a limited number of ideas would be explorable, thereby 
potentially directing the field (and considerable resources) down 
less productive paths. 

Each ClTE in this option would still be a robust center: the 
staffing levels would be at least as high as a ClTE proposed in 
Option 1. In fact, a CITE in this option might well have additional 
staffing needs. The increase is due to the enhanced role that a ClTE 
would need to play on the national level. Essentially, a ClTE would 
need more resources to engage in dissemination and training. 

Option 2 can be viewed as the "go slow" strategy. For example, 
experts voiced some concern that a significant input of resources, 
as in Option 1, to education science at this time would raise 
expectations too high. Delivery on those expectations might not be 
forthcoming in the short term, and thus a backlash might well 
result. In turn, funding might be cut off precipitously. Such a boom 
and bust funding cycle is, as experience has taught us, particularly 
detrimental to a growing field. 

Ultimately, the question that must be answered is this: is Option 
2 commensurate with the problem? Will this level of funding make a 
dent in the serious problems facing American education today -- and 
tomorrow? While Option 2 will most definitely facilitate a growth 
in education science, that level of development may well be out- 
paced by the ever changing nature of society and the educational 
problems that such change engenders. 
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4.3. Option 3: No Increase in Federal Spending 

In effect, this option is saying that the current efforts by the 
Federal government are sufficient to deal with the problems of 
education. The mechanisms currently in place will provide the ideas 
and products that will help America cope with its education 
problem. While the education science community has clearly made 
progress under the current mechanisms and funding arrangements, 
the rate of progress does not approach that of the present and 
arising problems in American education. 

Interestingly, the commercial sector is showing increased 
interest in using education science ideas and technology in 
developing more effective training programs. Such programs, while 
costly, may well give companies the competitive edge that is 
needed. However, the focus will be clearly on training that is 
relevant to the concerns of the commercial enterprise. Moreover, the 
concepts and techniques developed in the commercial sector will, 
not unreasonably, be proprietary; these ideas and technological 
innovations will not be made widely available. In effect, the gap 
between learning in the workplace and learning in the school will 
continue to grow --- adding yet more tear to the fabric of our 
society. 

Moreover, as the commercial sector does become more active in 
this area, invariably there will be a drain of skilled personnel from 
the educational sector into the commercial sector. With limited 
numbers of key investigators in the field currently, this would only 
exacerbate the problem. 

Possibly the greatest impact of this option will be felt on the 
classroom teachers themselves: we have ineffective mechanisms 
currently for involving teachers in development, exploration, and 
effective use of new ideas and technology. The CITE model, with 30% 
of its resources going directly for "in practicen efforts, quite 
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clearly is a mechanism that attempts to remedy a current weakness. 
Option 3 provides precious few options for teachers. 

We desperately need new mechanisms for the production and 
distribution of effective educationally-oriented technological 
products. Our current ones simply do not encourage individuals to 
engage in the resource intense process needed to develop effective 
technological products. Again, Option 3 does not address this 
critical need. 

In sum, we do not feel that Option 3 is a viable one --- if America 
is serious about its commitment to making positive changes in 
education. 
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6. Appendix A: Structured Interview Guideline Distributed 
to Respondents 

CURRENT PROSPECTS 

Question 1: List significant projects and directions 

What do you consider to be the most significant recent 
projects and t h e m a t i c  d i rect  i o n s  for educational 
technology research and development? Please explain why. 

Question 2: Appraise most promising projectsldirections 

Pick three projectsldirections (other than your own) and 
explain why they are the most promising. For each, in your 
judgement what is the likelihood of their having significant 
impacts the level of c l m  implementatipn? When 
and why? 

(If any of these are considered highly promising but not 
likely to have such impacts, what are the obstacles, or 
needs to be met, which would enable such impacts?) 

Question 3: Justify "best bets" options 

Of the projectsldirections of work just described, what are 
the one or two you consider to be "best betsn options: i.e., 
lowest cost, maximum effects? Why? 

Question 4: Explain "unpromising" options 

Of educational technology research and development 
underwaylsupported, what are the most obvious 
unpromising projectsldirections? Why do you say so? 

CHALLENGES 

Question 5: Define priority areas and investment strategies 

What is needed t o p i c a l l y  for major progress or 
breakthroughs to occur in educational technology research 
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and development? What important could be discovered? 
For each case mentioned, what resources are required? 

Consider this question for the following levels, noting at 
each level the specifics that promise the greatest possible 
yield for education from R&D investment: 

Subject areas 
Projects 
Programs of work 
Specific technologies or products 
Product pathsldirections 
Institutions 
Specific individuals' work 

Question 6: Select highest priorities 

Of what you've mentioned, what do you believe to be the 3 
highest pr ior i t ies for increasing positive effects of 
technology on educational processes and outcomes? What 
do you consider to count as "positive effects"? 

CRITICAL FACTORS 

Question 7: Factors influencing R&D Agenda and Progress 

What factors currently influence--either posi t ively o r  
negat ively--  research and development agenda setting 
(e.g., what topics are being studied; what technologies are 
in use) or progress in this field? In what ways? 

Some possible categories for comment, which may be added 
to or ignored as you consider appropriate, include: 

1. Curriculum and texts 

2. Equipment availability (e.g.,schools, research) 

3. Funding (e.g., level, topics) 

4. Institutional arrangements for R&D activities 

5. Mechanisms of dissemination 
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6. Role o 

7. School 

f local and state governments 

organization (e.g., teacher education, testing, 
classroom practices, technology implementation and 
maintenance policies) 

8. Staffing (e.g., adequacy of researcher, developer 
training; availability of scientists) 

9. Technology marketplace (e.g., what's available, costs, 
new categories, standards) 

10. Technology development trends 

Question 8: Evaluation of Current Federal Role 

What do you believe to be the positive and w i v e  aspects 
of the current Federal role in advancement of significant 
educational technology research and development? 

Question 9: Appraisal of Promising Work Models 

Please offer your suggestions for several models of 
institutional arrangements that--if supported by the 
Federal government--would be likely to return high-yield 
impacts on educational technology research and 
development? What do you consider to be the pros and 
cons of each model described? 

Question 10: Assessment of Unproductive Work Models 

What do you consider to be the less viable or even 
unviable approaches to supporting educational technology 
research and development for significant impact on 
education? Why? 
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7. Appendix B: Major Institutions and Laboratories 

Apple Computer 
Bank Street College (Center for Children & Technology, Media 

Group) 
Bell Communications Research 
Berkeley (University of California) 
Bolt Beranek and Newman 
Brown University 
Carnegie-Mellon University (Psychology, Computer Science) 
Harvard University, Educational Technology Center 
New York University 
MCC (Microelectronics and Computer Consortium) 
MIT, Media Laboratory 
Princeton University 
Stanford University 
Technical Education Resource Centers & Lesley College 
University of Illinois 
University of Pittsburgh, LRDC 
Vanderbilt University 
Xerox PARC (Palo Alto Research Center) 
Yale University 

Pea & Soloway 



8. Appendix C: Examples of Education Science and 
Technology Projects 

Preface. In the following descriptions, we outline prominent 
examples that represent the broad range of contributions to 
innovative applications of technology to problems at the heart of the 
cognitive, social, and instructional sciences of education. These 
representatives illustrate attention to key findings from education 
science, as described in Part I of our report, and the imaginative use 
of new technologies, for a broad range of ages and subject 
disciplines. Of course there are other projects of noteworthy 
nature, since this is by no means an exhaustive list. 

Algebra Workbench 
Topic: algebraic word problem-solving 
Director(s): Roberts and Feurzeig 
Institution: Lesley College and Bolt Beranek & Newman 
Funding Source(s): NSF 
Age level: 6th grade 
~ r ' i e f :  

Extends LOGO programming application to early algebra 
instruction 

Boxer 
Topic: programming environments for nonprofessionals 
Director(s): diSessa 
Institution: U. California, Berkeley (formerly MIT) 
Funding Source(s): NSF 
Age level: Middle school to adult 
Brief: 

Boxer makes extensive use of graphics, well-designed interface 
principles, and familiar spatial metaphors to enable 
nonprofessionals to more easily create computer programs. I 
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Chips 
Topic: toolkit for creating graphics intensive programs 
Director(s): Bonar 
Institution: LRDC 
Funding Source(s): DoD 
Age level: mainly for designers of instructional software 
Brief: 

With the intent of making it easier to create graphics intensive 
programs, Chips is a toolkit that provides a user with 
manipulable graphical images. 

CMU Tutor 
Topic: programming environments for structured curriculum design 
Director(s): Sherwood 
Institution: Carnegie-Mellon University 
Funding Source(s): NSF, 
Age level: mainly for teachers, professors, instructional designers 
Brief: 

CMU Tutor is an authoring language created for use on advanced 
function workstations currently used in university-level 
educational computing, and being distributed to universities 
throughout the US. Building on MicroTutor, an authoring language 
for the Plato Project, CMU Tutor has extensive capabilities that 
handle text, graphics, and that facilitate diagnosis of student 
responses. 

Debuggy 
Topic: diagnosing sources of place-value subtraction errors 
Director(s): Burton, VanLehn 
Institution: Xerox PARC (earlier Bolt Beranek & Newman 
Funding Source(s): DoD 
Age level: Elementary school 
Brief: 
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Debuggy uses artificial intelligence methods and a cognitive 
theory of knowledge representation to make and test inferences 
about the "buggy" (i.e., error-ridden) rules students are using to 
solve problems. 

Earth Lab 
Topic: collaborative studies on earth science 
Director(s): Newman 
Institution: Bank Street College 
Funding Source(s): NSF 
Age level: 6th grade 
Brief: 

Earth Lab uses local-area network technology inside schools and 
classrooms to facilitate scientific collaboration and carrying out 
of real experiments in a geography-based science curriculum. 

Geometric Supposers 
Topic: hypothesis-exploration in plane geometry 
Director(s): Schwartz & Yerushalmy 
Institution: Harvard University Educational Technology Center 
Funding Source(s): OERl 
Age level: Middle School 
Brief: 

Programs in the Geometric Supposer series allow students to use 
the computer as an electronic straight-edge and compass for 
making and testing conjectures about relations between 
construction components. 

Geometry Tutor 
Topic: creating geometry proofs 
Director(s): Anderson & Boyle 
Institution: Carnegie-Mellon University 
Funding Source(s): NSF, DoD, Carnegie Foundation 
Age level: 10th grade 
Brief: 
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The Geometry Tutor facilitates a student's development of a 
geometric proof by making graphically explicit problem-solving 
search processes, and use of a cognitive theory-driven student 
modelling component provides fine-grained error diagnosis and 
tailored help. 

Green Globs 
Topic: understanding algebraic functions and graphs 
Director(s): Dugdale 
Institution: University of Illinois 
Funding Source(s): NIE, NSF 
Age level: Middleschool 
Brief: 

Green Globs uses motivating game techniques and linked 
representations ( e . ,  graph, algebraic equation) to foster the 
development of intuitive relations between changes in the form 
of an equation and its graphic shape. 

Guidon 
Topic: medical diagnostic skills 
Director(s): Clancey 
Institution: Stanford 
Funding Source(s): DoD, Macy Foundation 
Age level: Postgraduate 
Brief: 

Guidon is a series of artificial-intelligence based tutors for 
instructing physicians in disease diagnostic skills. A key 
component of this effort has been explicating the tacit 
knowledge and skills needed for this activity. 

Heat and Temperature 
Topic: differentiating concepts of heat and temperature 
Director(s): Wiser & Carey 
Institution: Harvard Educational Technology Center 
Funding Source(s): NIE, OERl 
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Age level: 9th grade 
Brief: 

This project uses dynamic visual representations of heat flow in 
a microcomputer lab (normally unobservable) to help students 
learn- by-doing how to distinguish the concepts of heat and 
temperature, central to understanding energy transfer throughout 
secondary school and traditionally a major obstacle of physics 
education. 

IDEA 
Topic: systematic decision analysis 
Director(s): Pea 
Institution: New York University 
Funding Source(s): Spencer Foundation 
Age level: Middleschool to adult 
Brief: 

IDEA allows middleschool age students to learn how to apply 
systematic decision methods such as multi-attribute utility 
theory to school-based and everyday decision problems. The 
project embodies cognitive theory concerning critical conditions 
for learning generalizable thinking skills, and employs an active 
explicit map of the decision-making process as a task- 
navigational aid. 

Inquire 
Topic: systematic scientific inquiry 
Director(s): Hawkins 
Institution: Bank Street College 
Funding Source(s): NSF 
Age level: Middleschool 
Brief: 

The lnquire Project has created a set of tool programs that 
collectively encourage a structured, systematic approach to 
constrkt ing conjectures about some scientific phenomenon, 
explicating prior knowledge and questions about it, and carrying 
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out an inquiry process. involving both qualitative and 
quantitative activities. It highlights the role of the student as 
constructing scientific understanding, not only learning facts. 

lntermedia 
Topic: hypermedia information environment 
Director(s): Meyrowitz & Yankelovich 
Institution: Brown University 
Funding Source(s): Annenberg, Apple Computer 
Age level: Undergraduate 
Brief: 

The lntermedia Project has created an advanced function 
workstation hypermedia environment for "linking" together for 
instruction images, text, timelines, and other representations 
that can be browsed and commented upon in a networked 
classroom environment. Full courses in cell biology and 19th 
century English literature using lntermedia have been 
implemented. 

Kids Network Project 
Topic: collaborative science experiments using telecommunications 

networks 
Director(s): Tinker 
Institution: Technical Education Resource Centers and National 

Geographic 
Funding Source(s): NSF, National Geographic Society 
Age level: 4th-6th grade 
Brief: 

The Kids Network Project is a private-public partnership that is 
creating classroom activities for nationwide "network science" 
experiments in which students across the country will 
collaborate on real, large-scale experiments on such topics as 
acid rain, weather forecasting, water pollution, and food 
growing. 
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Lego-Logo 
Topic: design and control of robot-like objects 
Director(s): Papert 
Institution: MIT 
Funding Source(s): --- 
Age level: Elementary 
Brief: 

Lego-Logo is an interdisciplinary activity (mathematics, science, 
engineering) that allows elementary school children to control 
familiar Lego machines and blocks through Logo computer 
programs. 

Lisp Tutor 
Topic: introductory Lisp programming 
Director(s): Anderson 
Institution: CMU 
Funding Source(s): DoD 
Age level: high school and beyond 
Brief: 

The Lisp Tutor, an intelligent tutoring system for the domain of 
introductory Lisp programming, has been running at CMU for 
several years on a regular basis with most satisfactory results. 
Based on a fine-grained, cognitive theory of skill acquisition 
(ACT*), the Lisp Tutor traces a student's progress and provides 
tailored instruction. 

Logo 
Topic: introductory programming 
Director(s): Papert & Feurzeig 
Institution: MIT & Bolt, Beranek, Newman, Inc. 
Funding Source(s): DoD, NSF 
Age level: elementary school and beyond 
Brief: 
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Logo, a programming language expressly designed to teach the 
concepts of programming to non-professionals, is used 
nationwide in the schools. Its graphics orientation and minimal 
syntax enable it to be both motivating and accessible to students. 

Macro-contexts Project 
Topic: science learning in functional contexts 
Director(s): ~ h e k o o d  and Bransford 
Institution: Vanderbilt University 
Funding Source(s): IBM, DoD 
Age level: Middle School 
Brief: 

The Macro-contexts Project uses interactive video technologies 
to provide captivating life contexts for seeing the point of 
scientific and mathematical reasoning; research suggests such 
techniques may have special applicability for motivating at-risk 
students. 

Microcomputer-Based Laboratory 
Topic: inquiry-oriented science tools 
Director(s): Tinker 
Institution: Technical Education Research Centers 
Funding Source(s): NSF, DOE 
Age level: Elementary school and up 
Brief: 

The Microcomputer-Based Laboratories created by TERC have had 
a large impact on science education by placing into children's 
hands scientists' tools such as graphing software and 
temperature, motion, light, and sound data-collection hardware 
that connects to classroom computers. 

Modelling Project 
Topic: systems dynamics (calculus) 
Director(s): Tinker and Roberts 
Institution: Technical Education Research Centers and Lesley College 
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Funding Source(s): NSF 
Age level: 10th grade 
Brief: 

Computer-based tools let 10th graders do systems dynamics 
model building of situations such as population growth without 
requiring them to first understand differential equations. 

Palenque 
Topic: Mayan archaeology, biology, and culture 
Director(s): Wilson 
Institution: Bank Street College 
Funding Source(s): GURCA 
Age level: Elementary 
Brief: 

Palenque is an interactive prototype of informal educational 
technology using new digital-video interactive technology. 
Palenque, a Mayan archaeological site in the Yucatan, can be 
explored in a variety of novel, computer-assisted ways. 

Proust 
Topic: diagnosing non-syntactic bugs in student Pascal programs 
Director(s): Johnson & Soloway 
Institution: Yale University 
Funding Source(s): DoD 
Age level: middle school and beyond 
Brief: 

Proust attempts to provide students with a diagnosis of the non- 
syntactic bugs in their Pascal programs. While limited in scope, 
classroom tests of Proust have shown it to be both accurate in 
its diagnosis and educationally beneficial. 

Quest 
Topic: basic electrical theory 
Director(s): White & Frederiksen 
Institution: Bolt, Beranek, Newman, Inc. 
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Funding Source(s) : DoD 
Age level: high school 
Brief: 

Quest is a micro-world, simulation .environment for teaching 
qualitative reasoning about electrical circuits. Key is Quest's 
capacity to make available micro-worlds of increasing 
complexity, that in turn facilitate the transition from novice to 
expert. 

Qui l l  
Topic: writing skills 
Director(s): Bruce & Rubin 
Institution: Bolt, Beranek, Newman, Inc. 
Funding Source(s): --- 
Age level: elementary school 
Brief: 

Quill is a set of microcomputer-based writing activities that 
facilitates students' writing real documents, e.g., newsletters, 
brochures. Quill is currently being used in more than 2,000 
classrooms. 

Rat  
Topic: rational number arithmetic 
Director(s): Resnick & Ohlsson 
Institution: LRDC 
Funding Source(s): NSF 
Age level: elementary school 
Brief: 

With the goal of teaching basic arithmetic concepts such as 
fraction, ratio, etc., a series of micro-worlds is being 
developed. Key in these environments is the ability for the child 
to interact with (and operate on) various graphical 
representations of everyday objects. 

Reasoning under Uncertainty 
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Topic: introductory statistical reasoning 
Director(s): Swets, Bruce & Feurzeig 
Institution: Bolt Beranek & Newman 
Funding Source(s): NSF 
Age level: High school 
Brief: 

The Reasoning under Uncertainty Project is creating software 
tools for high school students to use to learn to reason 
statistically much earlier than believed possible. Their 
cognitive approach emphasizes reasoning processes and their 
relation to real-world opportunities for using statistical 
reasoning to understand things. 

Sketch 
Topic: graphing skills 
Director(s): Larkin 
Institution: CMU 
Funding Source(s): NSF 
Age level: middle school and beyond 
Brief: 

Sketch is a tutor designed to aid in the development of the 
visualization skills needed to quickly sketch graphs of simple 
algebraic expressions. Sketch has a built-in model for problem 
solving, and a coach for helping students apply the problem 
solving model. 

Smithtown 
Topic: microeconomics 
Director(s): Glaser, Bonar, Raghavan, Schultz, Shute 
Institution: LRDC . . 

Funding Source(s): DoD 
Age level: high school and up 
Brief: 

Smithtown is a discovery world for microeconomics; it is one of 
a series of scientific discovery worlds under development at 
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LRDC. Graphical simulation allows a student to carry cut actions 
in this micro-world, observe the results, and develop more 
general characterizations of interactions. 

Sophie 
Topic: electronic troubleshooting skills 
Director(s): Brown & Burton 
Institution: Xerox PARC (earlier at Bolt, Beranek, Newman, Inc.) 
Funding Source(s): DoD 
Age level: high school and beyond 
Brief: 

The Sophie project produced a series of systems, in the domain 
of electronic troubleshooting, each of which explored different 
aspects of the concept of a "reactive learning environment." 
These systems supported the student in developing hypotheses as 
to the fault in the circuit, conducting tests on the circuit, and 
interpreting the results obtained. 

Steamer 
Topic: operation of a steam propulsion power plant 
Director(s): Stevens 
Institution: Bolt, Beranek, Newman, Inc. 
Funding Source(s): DoD 
Age level: vocational training 
Brief: 

Steamer attempted to provide trainees with a qualitative 
understanding of the complex inter-relationships among 
components in a steam propulsion plant aboard a ship. Graphical 
simulation was a key component of the learning environment. 

Th inkerTools  
Topic: introductory Newtonian mechanics 
Director(s): White and Horwitz 
Institution: Bolt Beranek & Newman 
Funding Source(s): NSF 
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Age level: sixth grade 
Brief: 

ThinkerTools is a simulation using a video game-like format for 
helping 6th graders learn basic concepts in Newtonian mechanics 
such as mass, energy, and velocity through active 
experimentation. These topics are typically not studied until high 
school. 

Vivarium Project 
Topic: computers and ecology 
Director(s): Kay 
Institution: MIT and an elementary school in Los Angeles 
Funding Source(s): Apple Computer 
Age level: Elementary 
Brief: 

The Vivarium Project will allow students to understand natural 
wildlife ecology by building a computer-based synthetic model of 
its components and their interactions. 

Voyage of the Mimi 
Topic: mathematics and science education 
Director(s): Gibbon 
Institution: Bank Street College 
Funding Source(s): DOE, NSF, CBS, Sony 
Age level: 4th-8th grade (and above) 
Brief: 

The Voyage of the Mimi has been a major federal initiative to 
make research-informed multimedia materials--broadcast video, 
computer software, and print materials--for informal and 
classroom-based learning of mathematics and science in a 
narrative, dramatic format. The first season of shows, centering 
around whale research in the Atlantic, is in use throughout 
thousands of schools in the United States. 

West 
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Topic: basic arithmetic skills 
Director(s): Burton & Brown 
Institution: Bolt, Beranek, Newman, Inc. 
Funding Source(s): DoD 
Age level: elementary school 
Brief: 

Embedded in a motivating, computer-game setting, West was an 
intelligent tutoring system that employed the "coaching" 
paradigm for teaching. West looked over the shoulder of the 
student as helshe played the computer game, and only judiciously 
interrupted to provide focused tutorial advice. 

Word Learning Project 
Topic: word meaning instruction 
Director(s): Miller 
Institution: Princeton University 
Funding Source(s): DoD, Spencer Foundation 
Age level: elementary school and up 
Brief: 

The authors are developing a system that goes significantly 
beyond a dictionary to help children acquire the meaning of 
words. In the context of a passage being read, a child can ask for 
alternative characterizations of the meaning of the words in the 
passage. 

Word Problems Project 
Director(s): Kaput 
Institution: Haward University Educational Technology Center 
Funding Source(s): NIE, OERI, Apple 
Age level: Elementary school 
Brief: 

The Word Problems Project has created and tested prototype 
software using linked multiplied representations--of picture 
icons of objects, paired numbers in a data table, a coordinate 
graph, and an algebraic equation--to help students learn about 
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reasoning with intensive ('per,' as in two candies per child) 
quantities. Through a concrete-to-abstract series of software 
environments, they 'ramp" a child up to understanding graphic 
expressions of intensive quantities. 

Pea & Soloway 


